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Conference Theme: 
Cities, Regions, & Growth: Smart, Inclusive, Equitable? 

With its explosive amenity-driven growth, the Denver metropolitan region is emblematic of much of the 

American West. While growth brings tremendous economic opportunities, it is often accompanied by 

significant challenges, such as: housing supply shortages and increasing housing costs; land 

consumption and loss of open space; increasing exposure to natural hazards; traffic congestion and 

delay; inability to scale transit to meet demand; lack of coordination between jurisdictions; inequitable 

public education; sectoral imbalance in the economy; gentrification; and congestion of amenities. But 

amidst these challenges, regional growth also offers valuable opportunities for cities to redefine, re-

invent, and revitalize themselves. In Denver, for instance, we see a renaissance in infill development and 

an overall increase in density, walkability, mixed use, and traditional design elements in the urban 

coreðaccompanied by a reverse migration of many back from the suburbs to the city. This reinvestment 

in central places has brought with it a vibrant mix of uses and allowed transit to become feasible in 

places where previously it was not, opening up a less automobile-intensive lifestyle to large numbers of 

people. Yet, such development must be carefully managed to avoid uneven development, gentrification-

induced displacement, out-migration of poor and minority resident from urban cores to under-invested 

suburbs, and loss of public goods.  

How do we create a more inclusive strategy to leverage opportunities from growth to promote a 

sustainable, equitable, and healthy metropolis? Our theme welcomes discussion of all these tangled 

threads that form the complex tapestry of growing and changing metropolitan regions.  

 

Local Host Committee 
¶ Austin Troy, CU Denver Department of Urban & Regional Planning, austin.troy@ucdenver.edu 

¶ Andrew Rumbach, CU Denver Department of Urban & Regional Planning, 

andrew.rumbach@ucdenver.edu 

¶ Ken Schroeppel, CU Denver Department of Urban & Regional Planning, 

ken.schroeppel@ucdenver.edu  

¶ Jeremy Nemeth, CU Denver Department of Urban & Regional Planning, 

jeremy.nemeth@ucdenver.edu  

¶ Danielle Rivera, CU Boulder Department of Environmental Design, 

Danielle.Rivera@colorado.edu  

¶ Jennifer Steffel-Johnson, CU Denver Department of Urban & Regional Planning, 

jennifer.steffeljohnson@ucdenver.edu  

¶ Carrie Makarewicz, CU Denver Department of Urban & Regional Planning, 

carrie.makarewicz@ucdenver.edu  

¶ Carolyn McAndrews, CU Denver Department of Urban & Regional Planning, 

carolyn.mcandrews@ucdenver.edu  

¶ Rocky Piro, CU Denver Center for Sustainable Urbanism, rocky.piro@ucdenver.edu 
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Notes About this Book 
 

This book includes only the abstracts accepted for presentation at the 2017 Annual Conference in 

Denver. This book was completed and posted to www.acsp.org on August 1, 2017; reposted August 21. 

 

Proposal # and Abstract ID # 
When submitted to the abstract management system, each abstract is assigned an abstract submission ID 

number for administrative search/find purposes. This is the number that authors should reference to staff 

with any questions regarding their abstract, their presentation, or their final paper submission. This 

number stays with the abstract throughout the process and becomes the ID of the presentation of the 

research at the conference. 

 

Organizers of pre-organized sessions used the abstract submission system to provide an overview or 

intent of the session, the name of a proposed discussant, and the authors and paper titles of those 

confirmed to be part of the session. The system assigned a proposal number to the grouping of these 

abstracts. This number stays with the session throughout the conference. When scrolling through this 

book and through each track, youôll find the pre-organized session proposals listed first followed by 

numerically ordered accepted abstracts within that track. The abstract will indicate if it is related to a 

pre-organized session. 

 

Separate indexes for Author Names and Keywords reference the Abstract ID #. These indexes can be 

found at the end of this book. 

 

Order of Authors 
The abstract management system used by ACSP allows for author role declaration.  

 

¶ For paper and poster abstracts - Authors of abstracts in this book and in the final program will 

be indicated as presenting, primary, or co-authors of the paper. The presenting author is always 

listed first, typically followed by the primary author. No more than eight authors for one paper 

are included. 

¶ Roundtables will have an organizer and a moderator. The remaining names listed are confirmed 

participants of the discussion. Anyone in the audience can also participate in the discussion as 

well. There is a maximum of eight names listed for each roundtable. 

¶ Pre-organized sessions will also have an organizer and some at the publishing of this book will 

have a proposed discussant. This proposed discussant has yet to be confirmed and their 

participation will be verified prior to the schedule of presentations being created. 
 

Multiple Program Placement Policy 
Multiple abstract submissions on behalf of one author will be reviewed and may possibly be accepted. 

However, more than one presentation of a paper and more than one appearance as a roundtable 

participant during the conference will not be allowed. It is, however, possible to present both a poster 

and a paper, if both proposals are accepted.  

 

Participants on the final program will be limited to:  

¶ one presentation of a paper whether in a formed paper session, in a lightning session, or involved 

in a pre-organized paper session;  

http://www.acsp.org/


 

4 

 

¶ one placement on a roundtable;  

¶ one placement as a discussant of a paper session; and  

¶ one placement in the poster session.  

 

These roles are not interchangeable. If you have more than one submitted paper abstract accepted and 

are invited to participate on more than one accepted roundtable, in fairness to everyone, we will ask you 

to limit your participation. 

 

Requests for Edits 
All abstracts in this book are unedited and published as submitted by the author(s) for peer review. It is 

the policy of the ACSP that the abstracts will not be edited. If information is missing about an author, it 

may not have been provided when submitting the abstract. We do understand the importance of names, 

that paper titles change as time goes on, and authors are added or dropped. In these instances, any 

necessary changes for the final program should be sent to ddodd@acsp.org.  

 

Searching this PDF 
This document is 1152 pages long including the Author Index and Key Word Index. In order to find 

something quickly, copy and paste the titles below in the search box, or use the indexes to search for 

abstract ID numbers or authors by last name.  

 

To access the search box, use your keyboard Ctrl F.  

 

¶ Search by Abstract ID: Type the words ñAbstract ID: with one space followed by the number. If 

you try to search for just the number, youôll likely find it in many of the bibliographical 

references provided by authors. Sample: Abstract ID: 12 

¶ To scan an entire track, use the word Track followed by a track number 1-15. Sample: Track 14  

¶ To get to the Author Index, search for Author Index 

¶ To search by key word, search for Key Word and then scroll alphabetically. 

 

Quick Reference 
Track 1 - Analytical Methods and Computer Applications .................................................... page 5 

Track 2 - Economic Development ........................................................................................ page 62 

Track 3 - Environmental Planning & Resource Management ............................................ page 138 

Track 4 - Gender and Diversity in Planning ....................................................................... page 239 

Track 5 - Housing & Community Development................................................................. page 285 

Track 6 - International Development Planning ................................................................... page 502 

Track 7 - Land Use Policy And Governance ...................................................................... page 610 

Track 8 - Food Systems, Community Health, Safety ......................................................... page 682 

Track 9 - Planning Education and Pedagogy ...................................................................... page 743 

Track 10 - Planning History ................................................................................................ page 767 

Track 11 - Planning Process, Administration, Law And Dispute Resolution .................... page 792 

Track 12 - Planning Theory ................................................................................................ page 821 

Track 13 - Regional Planning ............................................................................................. page 877 

Track 14 - Transportation & Infrastructure Planning ......................................................... page 908 

Track 15 - Urban Design................................................................................................... page 1126 

Author Index ..................................................................................................................... page 1192 

Keyword Index.................................................................................................................. page 1207  

mailto:ddodd@acsp.org
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Track 1 - Analytical Methods and Computer 

Applications 
 

 

PRE-ORGANIZED SESSION: EMERGING COMPUTATIONAL METHODS IN URBAN 

DESIGN 

Proposal ID 4: Abstracts 54, 56, 57, 58 and 265 

 

BOEING, Geoff [University of California, Berkeley] gboeing@berkeley.edu, organizer 

AMOS, Dave [University of California Berkeley] daveamos@berkeley.edu, proposed discussant 

 

This session examines the ongoing shift toward computational methods in urban design research and 

practice. The study of urban design has for years been a largely analog field focused on surveys, 

observation, and sketches. In the past half-century, the public life studies of William H. Whyte, Jan 

Gehl, Jane Jacobs, and similar scholars have dominated its theory and discourse. GIS has changed this 

somewhat over the past two decades, but today new methods of data scraping, computational data 

science, visualization, network analysis, and other "big data" methods are further broadening the scope 

of the urban design toolbox. While such methods may yield new insights and rigor in urban design 

research, critical voices warn they may promulgate the weaknesses of reductionism and scientism, 

ignoring the complexity and qualitative nuance of human experience crucial to urban design. This 

session presents new research methods, applications to practice, and critical perspectives on the 

emerging use of computational methods in urban design - and how such methods might stake out a 

nuanced place in research and practice. 

 

Objectives:  

¶ Discover new computational research methods for urban design, including pedestrian 

environment, network, and urban form analysis 

¶ How new computational methods can support the goals and processes of urban design practice 

¶ Critiques of computational methods, and how we might reconcile them with humanistic urban 

design and collaborative practice 

 

 

GOOGLE STREET VIEW F OR NEIGHBORHOOD AUDI TS: OPPORTUNITIES AND 

CAUTIONS 

Abstract ID: 5 

Individual Paper Submission 

 

NESSE, Katherine [Seattle Pacific University] knesse@spu.edu, presenting author  

HANNAFORD, Leah [Seattle Pacific University] hannafordl@spu.edu, co-author  

 

Researchers in many disciplines have turned to Google Street View to replace pedestrian- or car-based 

in-person observation of streetscapes. It is most prevalent within the research literature on the 

relationship between neighborhood environments and public health but has also been used in studies of 

street-level environments as diverse as street ecology and wildlife habitat. It has also been used to study 

disaster recovery, housing value assessments and building code violations. Evaluations of the tool have 

found that the results are fairly similar to the results from in-person observation although the similarity 

depends on the type of characteristic being observed. Larger, permanent and discrete features showed 
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more consistency between the two methods and smaller, transient and judgmental features were less 

consistent. There are some difficulties in using GSV for research purposes including, 1) the fixed point 

of view, 2) the processing of the images, 3) the quality of the images, and 4) the fixed point in time of 

the images. All of these issues need to be addressed in a research design that includes the use of GSV.  

 

References  

¶ Charreire, H., Mackenbach, J. D., Ouasti, M., Lakerveld, J., Compernolle, S., Ben-Rebah, M., é 

Oppert, J.-M. (2014). Using remote sensing to define environmental characteristics related to 

physical activity and dietary behaviours: A systematic review. Health & Place, 25, 1ï9. 

¶ Clarke, P., Ailshire, J., Melendez, R., Bader, M., & Morenoff, J. (2010). Using Google Earth to 

Conduct a Neighborhood Audit: Reliability of a Virtual Audit Instrument. Health & Place, 16(6), 

1224ï1229. https://doi.org/10.1016/j.healthplace.2010.08.007 

¶ Edwards, N., Hooper, P., Trapp, G. S. A., Bull, F., Boruff, B., & Giles-Corti, B. (2013). 

Development of a Public Open Space Desktop Auditing Tool (POSDAT): A remote sensing 

approach. Applied Geography, 38, 22ï30. https://doi.org/10.1016/j.apgeog.2012.11.010 

¶ Kepper, M. M., Sothern, M. S., Theall, K. P., Griffiths, L. A., Scribner, R. A., Tseng, T.-S., é 

Broyles, S. T. (2017). A Reliable, Feasible Method to Observe Neighborhoods at High Spatial 

Resolution. American Journal of Preventive Medicine, 52, S20ïS30. 

https://doi.org/10.1016/j.amepre.2016.06.010 

¶ Odgers, C. L., Caspi, A., Bates, C. J., Sampson, R. J., & Moffitt, T. E. (2012). Systematic social 

observation of childrenôs neighborhoods using Google Street View: a reliable and cost-effective 

method. Journal of Child Psychology & Psychiatry, 53(10), 1009ï1017. 

https://doi.org/10.1111/j.1469-7610.2012.02565.x 

 

Key Words:  

Google Street View, neighborhood audit, environmental effects, broken windows, active transportation 

 

 

A TRANSPORTATION NET WORK VULNERABILITY A SSESSMENT MODEL 

Abstract ID: 24 

Individual Paper Submission 

 

HWANG, Ha [University at Buffalo, The State University of New York] hahwang@buffalo.edu, 

presenting author  

PARK, JiYoung [University at Buffalo, The State University of New York] jp292@buffalo.edu, co-

author  

 

This study presents a vulnerability assessment model of transportation networks. Transportation-

combined National Interstate Economic Model (TransNIEMO) is a transportation and economic impact 

assessment model that combines highway transportation networks and a multiregional economic model. 

This study fills two major gaps existing in TransNIEMO's transportation model, and develops the model 

into a transportation and economic planning model. The proposed three vulnerability indices capacitate 

to search, simulate and assess vulnerable elements of networks against various threats. These indices 

enable decision-makers to provide systematic resource investment policies and effective risk 

management and reduction policies in transportation and the related-economic sectors. In addition, the 

proposed efficient network equilibrium algorithm simplifies the computational complexity of 

TransNIEMO and improves the efficiency to the analysis of transnational networks, such as North 

American transportation networks. The studies for more sophisticated link performance function that 

improves the reliability of network equilibrium will be triggered through this study. 
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References  

¶ Cho, J., Gordon, P., Moore II, J. E., Pan, Q., Park, J., & Richardson, H. W. (2015). 

TransNIEMO: economic impact analysis using a model of consistent inter-regional economic 

and network equilibria. Transportation Planning and Technology, 38(5), 483-502. 

¶ Cho, S., Gordon, P., Moore, II., James, E., Richardson, H. W., Shinozuka, M., & Chang, S. 

(2001). Integrating transportation network and regional economic models to estimate the costs of 

a large urban earthquake. Journal of Regional Science, 41(1), 39-65. 

¶ Park, J., Cho, J., Gordon, P., Moore, J. E., Richardson, H. W., & Yoon, S. (2011). Adding a 

freight network to a national interstate inputïoutput model: a TransNIEMO application for 

California. Journal of Transport Geography, 19(6), 1410-1422. 

¶ Park, J. (2008). The economic impacts of dirty bomb attacks on the Los Angeles and Long 

Beach Ports: Applying the supply-driven NIEMO (National Interstate Economic Model). Journal 

of Homeland Security and Emergency Management, 5(1), 1-20.  

 

Key Words:  

Transportation network, Vulnerability assessment, TransNIEMO, Graph Theory, Network user-

equilibrium 

 

 

HOW DOES PLANNED RETREAT MATTER? AN INVE STIGATION OF SEA LEV EL RISE 

IMPACTS ON LAND USE CHANGE AND POPULATIO N RELOCATION  

Abstract ID: 50 

Individual Paper Submission 

 

SONG, Jie [University of Florida] songjay8@gmail.com, presenting author  

PENG, Zhong-Ren [University of Florida] zpeng@ufl.edu, co-author  

FU, Xinyu [University of Florida] xinyufu@ufl.edu, co-author  

 

Global sea level has increased since tide-gauging records were available in the 19th century. Rising sea 

water is accompanied by the accelerative frequency of hurricanes, storm surge, and other coastal 

catastrophes. These trends urge research communities to investigate ways to mitigate and adapt to the 

consequences of climate change. Plenty of research efforts has investigated the mechanism of sea level 

variations, coastal vulnerability, and adaptation strategies to sea level rise. However, fewer endeavors 

have been given to identify how sea level rise may affect land use changes and population displacement 

simultaneously. Hence, this study attempts to understand sea level rise impacts on coastal residents and 

land use by answering the following questions. 

  

1. What are land change patterns in coastal regions? 

2. What are potential consequences of flooding induced by sea level rise? 

3. How do adaptation strategies alleviate regional vulnerability, from the modeling perspective? 

 

In response to overall research questions, this study includes three major tasks: 1) the investigation of 

past land change patterns, 2) estimated inundation due to flooding induced by sea level rise, and 3) land 

use predictions with and without the population relocation strategy. It employed Bay County coastal 

areas in Florida as a case study region due to its high susceptibility to coastal hazards. Specifically, the 

work first established a framework that integrates land change analysis, coastal flooding, and adaptation 

measures. Multilayer perceptron neural network, SimWeight, and binary logistic regression were applied 

to analyze spatiotemporal changes of residential, commercial, and other built-up areas. Next, this study 
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used an advanced hurricane model to identify inundated areas due to 500-year flooding under different 

sea level rise scenarios. It finally generated the prediction maps of 2030 by using the above-mentioned 

models under different policy scenarios. These policies integrated the population relocation strategy and 

increased urbanization rates that account for economic and population growth. 

  

Validation results reveal that three land change models return overall acceptable accuracies but generate 

distinct landscape patterns. The findings also indicate interesting coastal urban dynamics in 2030. Under 

the policy promoting coastal developments, new residential areas likely extend from, or infill within, 

current built-up regions. Additionally, many inland housing units may disappear in two decades. 

Conversely, the population relocation strategy will relocate the majority of residents that are potentially 

inundated by the flooding, thereby reducing urban vulnerability substantially. 

  

This work sheds lights on how the planned retreat of vulnerable populations influences the pattern of 

land use changes under sea level rise impacts. Additionally, its outcomes can help governmental 

agencies optimize the deployment of financial and human resources. And hazard mitigation teams, 

urban planners, and coastal city managers may utilize the developed procedures to orient future land 

development away from those regions with high vulnerability to sea level rise.  

 

References  

¶ Abel, N., Gorddard, R., Harman, B., Leitch, A., Langridge, J., Ryan, A., & Heyenga, S. (2011). 

Sea level rise, coastal development and planned retreat: analytical framework, governance 

principles and an Australian case study. Environmental Science & Policy, 14(3), 279-288. 

doi:http://dx.doi.org/10.1016/j.envsci.2010.12.002 

¶ Hallegatte, S. (2009). Strategies to adapt to an uncertain climate change. Global Environmental 

Change, 19(2), 240-247. doi:http://dx.doi.org/10.1016/j.gloenvcha.2008.12.003 

¶ Deng, Y., & Srinivasan, S. (2016). Urban land use change and regional access: A case study in 

Beijing, China. Habitat International, 51, 103-113. 

doi:http://dx.doi.org/10.1016/j.habitatint.2015.09.007 

¶ Guan, D., Li, H., Inohae, T., Su, W., Nagaie, T., & Hokao, K. (2011). Modeling urban land use 

change by the integration of cellular automaton and Markov model. Ecological Modelling, 

222(20ï22), 3761-3772. doi:http://dx.doi.org/10.1016/j.ecolmodel.2011.09.009 

 

Key Words:  

rising sea level, population displacement, hurricane, flooding, managed retreat 

 

 

NEW METHODS FOR ACQU IRING AND ANALYZING WORLDWIDE STREET NET WORK 

DATA: A MULTISCALE A NALYSIS OF 27,000 URBAN STREET NETWORKS 

Abstract ID: 54 

Pre-Organized Session: Emerging computational methods in urban design 

 

BOEING, Geoff [University of California, Berkeley] gboeing@berkeley.edu, presenting author  

 

Urban planners and designers have studied street networks in numerous ways. Some studies focus on the 

human experience of urban form, others on transportation flows and access, and others on the topology, 

complexity, and resilience of street networks. This talk argues that current limitations of data 

availability, consistency, and technology have made researchersô work gratuitously difficult. In turn, the 

empirical literature often suffers from four shortcomings: small sample sizes, excessive network 

simplification, difficult reproducibility, and the lack of consistent, easy-to-use research tools. These 
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shortcomings limit the scalability, generalizability, and interpretability of empirical street network 

research. 

 

OpenStreetMap ï a collaborative worldwide mapping project ï has emerged in recent years as a major 

player both for mapping and acquiring urban spatial data. Its data are of high quality and compare 

favorably to CIA World Factbook estimates and US Census TIGER/Line data. OpenStreetMap imported 

the TIGER/Line roads in 2007 and since then its community has made numerous spatial corrections and 

attribute additions, including for example passageways between buildings, footpaths through parks, bike 

routes, and detailed feature attributes such as finer-grained street classifiers, speed limits, etc. Further, it 

contains worldwide data that may otherwise be difficult to acquire. 

 

This talk presents OSMnx, a new tool that easily downloads and analyzes OpenStreetMap data 

anywhere in the world. OSMnx contributes five significant new methodological capabilities for planners 

and designers: first, the automated downloading of administrative place boundaries and building 

footprints; second, the tailored and automated downloading and construction of street network data from 

OpenStreetMap; third, the algorithmic correction of network topology; fourth, the ability to save street 

networks to disk as shapefiles, GraphML, or SVG files; and fifth, the ability to analyze street networks, 

including calculating routes, projecting and visualizing networks, and calculating metric and topological 

measures. These measures include those common in urban design and transportation studies, as well as 

advanced measures of the structure and topology of the network. 

 

OSMnx instantly downloads street network data for any study site in the world, queried by place 

name(s), bounding box, address or coordinates (plus distance), or polygon. It can download drivable, 

walkable, bikeable, or all-of-the-above circulation networks. After downloading, the street network is 

converted into a graph-theoretic object so we can calculate/plot routes and various metric and 

topological characteristics of the street network relevant to the human experience, spatial justice, and 

active travel. We can visualize the network according to its various properties, such as connectivity, 

intersection density, betweenness centrality, closeness centrality, clustering, and the spatial distribution 

of intersection types. We can also automatically produce figure-ground diagrams for comparative urban 

form analysis and urban design communication. 

 

This talk first briefly introduces the background of street network analysis in urban design. Then it 

discusses current shortcomings and challenges, situated in the empirical literature. Next it introduces 

OSMnx and its methodological contributions. Finally, it presents an empirical study of 27,000 US street 

networks ï that is, every US city, town, urbanized area, and Zillow neighborhood. These methods make 

the acquisition, construction, and analysis of urban street networks easy, consistent, and reproducible 

while opening up a new world of public data to urban planners and designers.  

 

References  

¶ Ewing, R., & Cervero, R. (2010). Travel and the Built Environment. Journal of the American 

Planning Association, 76(3), 265. 

¶ Sevtsuk, A., Kalvo, R., & Ekmekci, O. (2016). Pedestrian accessibility in grid layouts: the role of 

block, plot and street dimensions. Urban Morphology, 20(2), 89. 

¶ Strano, E., Viana, M., da Fontoura Costa, L., Cardillo, A., Porta, S., & Latora, V. (2013). Urban 

Street Networks, a Comparative Analysis of Ten European Cities. Environment and Planning B, 

40(6), 1071. 

¶ Haklay, M. (2010). How Good is Volunteered Geographical Information? A Comparative Study 

of OpenStreetMap and Ordnance Survey Datasets. Environment and Planning B: Planning and 

Design, 37(4), 682. 
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¶ Marshall, W., & Garrick, N. (2010). Street network types and road safety: A study of 24 

California cities. Urban Design International, 15(3), 133. 

 

Key Words:  

urban design, computational methods, urban form, street networks, GIS 

 

 

VOIDS WITH IN THE MA CHINE:   USING SOCIAL MEDIA DATA TO IDE NTIFY GHOST 

CITIES IN CHINA  

Abstract ID: 56 

Pre-Organized Session: Emerging computational methods in urban design 

 

WILLIAMS , Sarah [MIT] sew@mit.edu, presenting author  

XU, Wenfei [MIT] wenfeixu@mit.edu, co-author  

TAN, Shin Bin [MIT] tanshinbin@gmail.com, co-author  

CHEN, Changping [MIT] ccp0101@MIT.EDU, co-author  

FOSTER, Mike [MIT] mjfoster@mit.edu, co-author  

 

The exponential growth of the Chinese housing market has begun to slow-down and with it many 

second and third-tier Chinese cities are experiencing high vacancy rates in their housing market. These 

vacant areas are often referred to as ñGhost Citiesò, and when identified and mapped can expose 

underlying weaknesses in the Chinese real estate market, yet the government does not provide data 

about where these sites exist. Therefore, this research project set out to test whether a model could be 

developed, using data scrapped from social media and websites in China, to identify where these vacant 

development exist and provide it to developers and citizens to understand risk in the Chinese real estate 

market. Data was scrapped from Dianping (Chinese Yelp), Amap (Chinese Map Quest), Fang (Chinese 

Zillow), and Baidu (Chinese Google Maps) open access APIôs. A data model was developed to identify 

vacancy by measuring the accessibility of residential point of interestôs to basic amenities, such as 

grocery stores, restaurants, schools, malls, and banks among others. The model gives each residential 

location an amenity accessibility score based on distance and clustering of amenities nearby. Those 

residential areas with low scores are more likely to be vacant or underutilized. The model was ground-

truthed in Chengdu and Shenyang and the results showed several types of underutilized housing. Two 

overarching categories were buildings recently developed or developing areas and those areas 

abandoned because of old-age or stalled construction. The results show that openly accessible data 

available through social media can help locate and estimate risk in the Chinese real estate market, but 

perhaps more importantly, identifying where these areas are concentrated can help city planners, 

developers and local citizens make better investment and planning decisions and address the risk created 

by under-utilized developments.   

 

References  

¶ Batty, Michael, and Paul Longley. Fractal Cities: A Geometry of Form and Function. Academic 

Press, n.d. 

¶ Chi, Guanghua, Yu Liu, Zhengwei Wu, and Haishan Wu. ñGhost Cities Analysis Based on 

Positioning Data in China.ò arXiv:1510.08505 [Physics], October 28, 2015. 

http://arxiv.org/abs/1510.08505. 

¶ Shepard, Wade. Ghost Cities of China: The Story of Cities without People in the Worldôs Most 

Populated Country. Asian Arguments. London: Zed Books, 2015. 
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¶ Sorace, Christian, and William Hurst. ñChinaôs Phantom Urbanisation and the Pathology of 

Ghost Cities.ò Journal of Contemporary Asia 46, no. 2 (April 2, 2016): 304ï22. 

doi:10.1080/00472336.2015.1115532. 

¶ Zeng, Jing, Jean Burgess, and Axel Bruns. ñThe Challenges of Weibo for Data-Driven Digital 

Media Research.ò In Digital Media Research Centre; Creative Industries Faculty; Institute for 

Creative Industries and Innovation; Journalism, Media & Communication. Phoenix, AZ, 2015. 

http://eprints.qut.edu.au/90266/. 

 

Key Words:  

crowd-sourced data, GIS, Spatial Analysis, Social Media Data, Real Estate  

 

 

EMERGING COMPUTATION AL METHODS IN URBAN DESIGN: NOW WHAT DO WE 

DO? 

Abstract ID: 57 

Pre-Organized Session: Emerging computational methods in urban design 

 

MARSHALL, Wes [University of Colorado Denver] wesley.marshall@ucdenver.edu, presenting author  

 

Leaps forward in computing power and open data sources have made quantifying the structure and 

morphology of mass quantities of streets and street networks easier than ever. Benefiting from these 

technological innovations, however, first requires a fundamental understanding of what we are actually 

measuring and the misconceptions surrounding some of our basic measures. Second, we need to 

continue expanding our knowledge surrounding why these metrics matter. This entails connecting our 

new understanding of street network structure with outcomes such as road safety, travel behavior, public 

health, livability, and resiliency. Third, this also means reconsidering our recent history emphasizing a 

hands-off approach to street network design because achieving our goals related to the above outcomes 

may require active planning engagement. This presentation will conclude with a brief overview 

regarding how we already have the legal ability to implement network structures in practice but neglect 

to do so. 

 

References  

¶ Marshall, W. and Garrick, N. Does Street Network Design Affect Traffic Safety? Accident 

Analysis and Prevention (doi: 10.1016/j.aap.2010.10.024), Vol. 43, Issue 3: 769-781, 2011. 

¶ Marshall, W., Piatkowski, D., and Garrick, N. Community Design, Street Networks, and Public 

Health. Journal of Transport & Health, Vol. 1, Issue 4: 326-340, 2015 

(doi:10.1016/j.jth.2014.06.002i). 

¶ Marshall, W. and Garrick, N. The Effect of Street Network Design on Walking and Biking. 

Transportation Research Record (dx.doi.org/10.3141/2198-12), No. 2198: 103-115, 2010. 

¶ Marshall, W. and Garrick, N. Street Network Types and Road Safety: A Study of 24 California 

Cities. Urban Design International Journal (doi:10.1057/udi.2009.31), Vol. 15, Issue 3: 133-147, 

2010.  

¶ Marshall, W. and Garrick, N. Community Design, Land Use, and How Much We Drive. Journal 

of the Transport and Land Use (dx.doi.org/10.5198/jtlu.v5i2.301), Vol. 5, No. 2: 5-21, 2012. 

 

Key Words:  

networks, connectivity, morphology, safety, behavior 
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INTEGRATING URBAN DE SIGN AND ANALYTICS  

Abstract ID: 58 

Pre-Organized Session: Emerging computational methods in urban design 

 

SEVTSUK, Andres [Harvard University] asevtsuk@gsd.harvard.edu, presenting author  

 

Urban design and urban analytics have emerged as equally important, but separate fields of scholarship. 

Those concerned with design work with a forward looking epistemology, where ideas are assessed based 

on their normative merits in an uncertain future. Those who work in urban analytics, use social, natural 

and computer science methods to explain urban phenomena as they are now or as they were in the past. 

The differences between the forward versus backward looking orientation has kept the disciplines apart 

and created a methodological as well as ideological divide, whereby good urban analytics do not 

necessarily lead to good urban design, nor does good urban design require good urban analytics. 

Investigating this divide, I explore how the domains of design and analysis can be better integrated in an 

exploratory design process, using three projects as examples. The projects include a re-integration of a 

former rail corridor as a public park into a cityôs urban fabric; a placement of community retail and 

service clusters into a newly planned large-scale housing environment; and a determination of urban 

block sizes that would maximize pedestrian accessibility in new urban developments. In each case, an 

iterative design - analysis process requires a) that normative goals are determined for assessing design 

outcomes, b) that well-defined measurement techniques are adopted to evaluate how closely the goals 

are achieved in each design scenario and c) that numerous design scenarios are generated and tested via 

computerized simulations. In an attempt to generalize the process, its pros and cons, I also discuss which 

types of urban design problems an integrated design-analysis approach is suitable for and which ones it 

is not.   
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Fiscal sustainability analysis aims to predict the potential growing imbalance between revenues and 

expenditures over the long term. However, scholars have failed to agree upon the determinants of fiscal 

sustainability, and found that the classic sustainability test suffers from omitted variable bias. This casts 

doubt on the reliability of any inferences drawn from such tests. This paper discusses and addresses two 

major questions: 1) what are the determinants of sub-national fiscal sustainability?; and 2) does the co-

integration test for fiscal sustainability suffer from omitted variable bias for the municipal data? In this 

paper, an alternative modeling perspective, the probabilistic reduction (PR) approach, is used to model 
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fiscal sustainability, using NYC and Detroit as two comparative case studies. The results indicate that 

the residual-based co-integration test also suffers from omitted variable bias for the municipal data. 

Using graphic techniques, we found that the increasing variance of total revenue since the mid 1990s is 

attributed to the volatility of the retirement trust fund. This finding suggests that market risk should be 

taken into account in conceptualizing sub-national fiscal sustainability. On one hand, policy intervention 

should be directed towards market stabilization in addition to promoting economic growth. On the other 

hand, planning education needs to help voters understand the concept of intertemporal budget constraint 

and the future cost of taxation. Intergenerational inequality results when current generations favor any 

fiscal policy that increases their lifetime utility at the expense of future generations. 
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One way improvements are made in planning practice is through "evidence-based best practice 

research.ò The central point to evidence-based research is that the planning researcher can make 

contributions to planning practice by analyzing ñwhat worksò in other cities, communities, and planned 

projects and then providing a series of standardized guidelines and procedures on how practicing 

planners can achieve desired generic planning outcomes based on their research 

conclusions  (Hammersley, 2013, p.16). Case in point: New Urbanism as a series of design guidelines to 

solve the multitude of problems created by sprawl (Campoli and MacLean, 2007). The ontology to 

planning evidence-based research is equivalent to the ontology of medical practice: the body is a passive 

object that is to be manipulated to achieve desired outcomes (Mol, 2002). But what if practicing 

planners want to think differently from what other planners are commonly doing in their communities? 

How do planning researchers look for evidence that is not generic to what planners execute on a regular 

basis and discover new ways of practicing planning that are outside of the mainstream of thinking? 

 

One way planning researchers can think differently is to change the way we look at cities, communities, 

and planning practice. I propose a different ontological point of departure that changes how planning 

researchers see ñthe object of manipulationò (city, community, etc.) from that of a passive generic entity 

in the background, and ñwe foreground themò were they are unique onto themselves and that planning 
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practice in each community ñdiffers from one practice to anotherò (Mol, 2002, p. 5). It is at this new 

ontological approach that creates what Mol (2002) calls a ñmultiplicity of realityò where the planning 

reality in one planning practice is different from the planning reality in a different practice. It is at the 

point of multiple realities that planners are able to look at outlier case studies as another way to inform 

planning practice. In short, the ontological assumption of ñmultiplicity of realityò provides a 

methodological path that the planning researcher can access outlier data slices as evidence to inform 

individualized planning practice.  

 

This paper provides the methodological roadmap on how planners can look at and analyze outlier data 

slices to inform planning practice. The paper begins with an introduction to outlier analysis that includes 

a review of outlier detection models and types of outlier data analysis (Aggarwal, 2017). To illustrate 

how an outlier evidence-based methodology can work, I access a longitudinal multi-data investigation of 

Hippietowns in the United States (Gaber, 2015). The paper concludes with a series of methodological 

guide posts to help the planning researcher conduct their own outlier analysis investigations and how to 

steer clear of possible problems of internal and external validity problems.  
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Understanding which built environment characteristics contribute to walkability is important for 

promoting active transportation, but measuring these characteristics poses serious challenges in terms of 

efficiency and reliability. While some characteristics may be captured from GIS datasets or through 

machine interpretation of images, many are still best evaluated by human auditors. This study examines 

the feasibility of crowdsourcing built environment measurements from streetscape images by comparing 

crowdsourced judgements to those made by planners and using machine learning algorithms. It also 

explores strategies for identifying and filtering spurious judgements from crowdsourced datasets to 

improve overall reliability. 
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Crowdsourcing allows researchers to collect larger samples of measurements across more numerous 

locations compared with traditional audits. It also, however, provides little opportunity for the extensive 

training or oversight often used to promote consistency (Clifton et al., 2007; Purciel et al., 2009). 

Crowdsourcing interfaces must entice participation and reduce fatigue through streamlined and ideally 

game-like interfaces, offering participants a degree of entertainment and the affirmation of contributing 

to ñcitizen science.ò Nonetheless, studies using crowdsourcing to capture visual preferences have found 

consistent judgements among large samples of observers (Dubey et al., 2016;  Evans-Cowley and Akar, 

2014), and OpenStreetMap has proved to be one of the most effective approaches for worldwide 

mapping. These successes provide useful models for developing similar platforms to measure the built 

environment. 

 

Our study draws on data from a pilot survey developed to capture features related to walkability within 

160 Google Street View images across diverse built environments in Columbus, Ohio. More than 50 

participants from diverse backgrounds provided more than 20,000 unique responses. Fifteen binary and 

likert scale measurements were collected for each image on topics ranging from ñAre there parked 

cars?ò, to more subjective observations, such as ñWhat is the sidewalk quality?ò Preliminary findings 

show that while inter-rater reliability was higher for more discrete measurements, crowdsourced 

judgements made by non-planners were generally comparable to those made by planners. Moreover, 

reliability between crowdsourced respondents was similar to that reported by prior studies using 

extensively trained auditors. These results point to a promising role for crowdsourcing in future research 

demanding widespread measurements of urban spaces. 

 

References  

¶ Clifton, K. J., Smith, A. D. L., & Rodriguez, D. (2007). The development and testing of an audit 

for the pedestrian environment. Landscape and Urban Planning, 80(1), 95-110. 

¶ Dubey, A., Naik, N., Parikh, D., Raskar, R., & Hidalgo, C. A. (2016, October). Deep learning the 

city: Quantifying urban perception at a global scale. In European Conference on Computer 

Vision (pp. 196-212). Springer International Publishing. 

¶ Evans-Cowley, J., & Akar, G. (2014). StreetSeen Visual Survey Tool for Determining Factors 

That Make a Street Attractive for Bicycling. Transportation Research Record: Journal of the 

Transportation Research Board, (2468), 19-27. 

¶ Purciel, M., Neckerman, K. M., Lovasi, G. S., Quinn, J. W., Weiss, C., Bader, M. D. M., é 

Rundle, A. (2009). Creating and validating GIS measures of urban design for health research. 

Journal of Environmental Psychology, 29(4), 457ï466. 

 

Key Words:  

crowdsourcing, walkability, streetscape auditing, inter-rater reliability 

 

 

COMMUTING SPACE DIST RIBUTION PATTERNS IN  TYPICAL RESIDENTIAL AREAS OF 

SHANGHAI: BASED ON M OBILE PHONE SIGNALIN G DATA  

Abstract ID: 109 

Individual Paper Submission 

 

LI , Dan [Tongji University] 1120852534@qq.com, presenting author  

WANG, De [Tongji University] dewang@tongji.edu.cn, co-author  

 



 

16 

 

The residential areas of Shanghai are widely distributed and differ in residential types as well as 

allocated resource. Studies have shown that there are obvious differences in commuting space of several 

typical residential areas in Chinese cities, such as indemnificatory housing area, ordinary commercial 

housing area and high price villa area. The spatial differences reflect the impact of related policy factors 

of housing, transportation and industry. There is a lack of commuting studies based on large samples of 

residential areas due to the limited amount of traditional questionnaire data. With high coverage and 

holding rate, mobile phone signaling data can make up for the lack by providing rich spatiotemporal 

information of resident activities. In this study, two-week mobile phone signaling data of China Mobile's 

2G users in Shanghai during 2014 is used. The research questions are mainly focused on: (1) spatial 

distribution patterns and regularities of commuting activity space at residential area level; (2) impact of 

housing policy, employment center distribution, urban transportation construction and other related 

factors on commuting space; (3) evaluation of commuting space distribution patterns and guidance to 

urban planning and urban development. 

 

At first, corresponding rules are made to recognize workplace and residence. Workplace is the high 

frequency distribution during the day while residence is the high frequency distribution at night. 121 

residential area samples are selected under the principles of wide geographic distribution, diverse 

residential area types, homogeneous residential properties and large resident record to insure data 

reliability and representativeness. Based on the sampling, commuting impact factors and commuting 

characteristic factors are counted. Commuting impact factors include distance to metro station and 

distance to city center, and commuting characteristic factors include average work distance, employment 

ratio in 5km and employment ratio in inner ring. The factor data combining with kernel density map of 

workplace and frequency distribution of commuting distance are mainly references for classification of 

commuting space distribution patterns.  

 

Results show that there are several typical commuting patterns in Shanghai, including single core, band 

shaped, core + dispersion, double core, multi core and dispersion pattern. Single-core pattern has the 

shortest average commuting distance, while double-core pattern and dispersion pattern have the longest 

one. Compared with double-core pattern and dispersion pattern, multi-core pattern is relatively more 

efficient because of higher employment ratio in 5km and shorter average commuting distance. 

The impact of employment center on commuting patterns is obvious. Residents' employment become 

more concentrated if the residential area is closer to employment center. The core city center has great 

attraction and affects employment of residential areas nearly within 25km, while the new town 

employment centers have much smaller attraction. Commuting patterns of residential areas more than 

25km to the city center are almost single core. Distribution of several higher level employment centers 

around the residential area is the main reason for multi-core pattern. As for metro station distance, the 

shorter it is, the more spread residents' employment is, and the influence distance is about 3km. Change 

of residential area attribute can result in change of pattern in specific areas, mainly near the outer ring 

and the suburbs, and it is the main cause of double-core pattern and dispersion pattern. 

 

The imbalance of urban internal function is an important cause of excessive population concentration in 

big cities. Results show that the radial metro lines of Shanghai and social indemnificatory housing 

construction increase tolerance of long distance commuting, and attract relocation of more downtown 

residents. However, there are not enough suitable jobs near the suburbs and the dependence on 

employment of central area is still high, thus producing inefficient patterns like double core pattern and 

dispersion pattern. Therefore, employment center distribution need to be considered together with metro 

construction and social indemnificatory housing construction to evacuate central population and realize 

intensive development of the city.  
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Ambient noise is an almost universally accepted concern for public health. Epidemiological studies have 

shown that populations exposed to night-time traffic noise tend to suffer from elevated blood pressure 

(Katsouyanni, Cadum, and Dudley 2008; van Kempen et al. 2002; Halonen et al. 2015). Beyond these 

general effects, parts of the population, including children and the elderly are particularly susceptible to 

environmental noise (Baguley and McFerran 2011). 

 

Current noise regulations across the US do not address this concern sufficiently, which is partly due to a 

lack of robust measurement methods. First, most cities and regulatory frameworks specify noise 

thresholds based on A-weighted loudness measurements (dB(A)), which systematically underestimates 

low frequencies, which are both harmful and pervasive in traffic noise (Leventhall 2004). A single 

aggregate and average noise value is an inadequate descriptor of the many different ways ambient sound 

levels affect humans and animals. A second issue is the unavailability of consistent, spatially and 

temporally fine-grained noise measurements across urban spaces. Currently, most information about the 

urban soundscape is based on simulated models extrapolated from sparse point measurements. As a 

result of these methodological issues, the impact of architectural and urban design on the soundscape is 

poorly understood by planners and architects. 

 

We present the preliminary results of an urban sensing study that used urban street lights as a 

scaffolding for a distributed sensor network of ambient noise sensors. From August to December 2016, 

around 30 sensors were deployed covering an area of approximately a square mile in East Hollywood, 

Los Angeles. The sensors recorded continuous measurements of aggregate loudness levels as well as 
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frequency components; ao audio data was recorded. The sensor readings were contextualized with a 1-

week on-site qualitative observational study to allow for a better interpretation of the recorded 

measurements concerning the interactions between sound sources, the morphology of the physical 

environment including architecture and plants, and human activities. We also compared the recorded 

data to manual traffic counts conducted by the city of Los Angeles and historical weather data. 

 

The exploratory study has revealed findings that are relevant for urban design and noise policy. By 

calculating individual noise profiles for each street in our site, we were able to show that busy streets 

with truck traffic are not only louder but also exhibit a qualitatively different frequency profile that 

shows a strong emphasis on low frequencies during rush hours. The noise envelopes closely matched the 

manual traffic counts at the respective intersection conducted by the city. 

 

Beyond these aggregated views, we were also able to show the impact of individual events and activities 

on the soundscape, for example, the noise peaks resulting from the weekly garbage collection and the 

elevated noise floor caused by idling trucks. 

 

We were also able to show the effect of urban morphology and ecology for urban noise: dense trees and 

plants dampen the measured noise, while flat and tall facades parallel to the street magnified the 

measured noise, which has wide-ranging implications for urban design. 

 

Our contribution is primarily a methodological one. Until now, such fine-grained measurements of 

ambient noise were not available. Point measurements conducted by cities and agencies are too sparse to 

allow an investigation of how the built environment and human activity influence the soundscape. 

Attempts to address the lack of data through crowd-sourced measurements conducted by citizens using 

their smartphones are hampered by unsystematic data collection and inaccurate measurements. 

Using streetlights for noise sensing, on the other hand, allows for multiple simultaneous measurements 

at a high spatial and temporal resolution, allowing for an in-depth analysis of the urban soundscape and 

supply evidence for policy measures.  
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Building walkable neighborhoods with well-connected streets and sidewalks, mixed land use, and good 

access to a variety of destinations, which have been found to be associated with higher levels of physical 

activity, is a target of many communities. However, the economic benefits of walkability have been 

largely overlooked in the literature until recently. There have been few studies that looked at the links 

between walkability and economic outcomes, such as housing values, especially for shrinking cities. 

This study will examine the impact of neighborhood walkability, measured by Walk Score and a 

walkability index developed for shrinking cities on property values by analyzing the single-family home 

sale transactions in the past few years in four rust belt shrinking cities. 

  

Past research has suggested that development in shrinking cities occurs in a different context than in 

cities and regions experiencing growth (Silverman et al. 2013). The development of sustainable and 

walkable neighborhoods presents challenges that are distinct from other cities experiencing growth. In 

shrinking cities, it is important to have a neighborhood transformation approach that can combine 

investments in urban revitalization and physical redevelopment with enhanced walkability, services, and 

transit. Some studies have shown that there is a growing market demand for pedestrian oriented 

development and homes in the pedestrian and transit-oriented communities, which can be capitalized 

into higher sale prices and can generate much-needed revenue for governments in shrinking cities. A 

study on the impact of walkability on residential property values can help shrinking cities and 

governments with severe fiscal constraints to reap the maximum benefit from walkability premiums. 

  

Buffalo, NY, Pittsburgh, PA, Cleveland, OH, and Detroit, MI are on the list of the top 10 metropolitan 

areas in the U.S. with the fastest declining population between 1980 and 2010. The first three are also 

among Walk Scoreôs top 10 picks for affordable and walkable American cities. They are selected as the 

study areas because they represent an important case study of the walkability and housing prices. 

  

Walk Scores, developed by a private company called Walk Score Ê, have been used by researchers as a 

proxy of neighborhood walkability in recent years (Duncan et al., 2011). Walk Score provides publicly 

accessible numerical walkability scores for every street in the U.S. We downloaded Walk Scores from 

Walk Scoreôs website using an Application Program Interface (API) for every census block in the study 

areas. We also constructed an accessibility-walkability index (AWI) to incorporate walkability and 

accessibility to anchor institutions and transit for shrinking cities. This index is based on the variables 

and destinations that reflect the 5Ds ī density, design, diversity, destination accessibility, and access to 

transit, in addition to access to anchor institutions, as suggested by the literature (Yin, 2013). 

  

Determinants of urban land values or housing values have been studied for over 100 years using hedonic 

price models, with considerations of the roles of accessibility and transportation systems. However, 

there have been few studies that incorporated the impact of walkability into hedonic housing price 

models until recently. Using Walk Score and AWI as walkability measurements, this study will employ 

a spatial hedonic price modeling framework to assess economic benefits of walkability, building on 
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Rauterkus et al. (2011) and Li et al. (2015). This framework will help to control for spatial 

autocorrelation effects. To identify the existence of spatial autocorrelation in our data, we performed 

Moranôs I tests. We further utilized the Lagrange Multiplier Testing Suite and detected that spatial 

autocorrelation existed in the dependent variable and in the error term. Therefore, instead of OLS, we 

employed the GWR spatial hedonic model. The spatial hedonic modeling approach can help to 

effectively explain the impact of the built environment, especially walkability and neighborhood safety, 

on the housing market. 
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As we enter the first urban century, complex interdependent infrastructure systems have become critical 

to support large urban agglomerations. These infrastructure systems and smart buildings are rapidly 

joining the Internet of Things (IoT) and evolving into advanced cyber-physical systems.  As a result, 

massive amounts of data are currently being produced that characterize the structure and function of 

urban areas. The data produced by infrastructure and building sensors can be augmented by massive 

amounts of drone and surveillance videos, cell phone location data, social media postings, transit access 

swipes and credit card transaction records. These data can be combined with the extensive base data that 

cities and counties have developed over the past three decades in the form of relational databases and 

geographic information systems (GIS). Together this rich confluence of data provides a dynamic, 

comprehensive view of the function of the city and the activity patterns of urban residents. Urban Big 

Data provides a truly unique opportunity to investigate and understand the dynamic interactions between 

urban residents and built environment systems. However, much of this new data is currently fragmented 

and much of it is privately held. Therefore, it is not widely available to support a broad-based research 

program. 
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To exploit these new opportunities, the urban research community needs to develop a strategy to enable 

it to tap into these rich new sources of information. Many of the most important discoveries are likely to 

come from connecting previously separate streams of data. for example, understanding the complex 

interactions among previously separate infrastructure systems (e.g., water and energy) can support the 

design of more sustainable solutions. To address the need for researchers to access a broad collection of 

urban infrastructure performance data, the National Science foundation (NSF) sponsored a workshop to 

develop a strategy for capturing and sharing large volumes of Urban Big Data. The authors organized 

and coordinated this workshop that included a cross section of urban planners, civil engineers and data 

scientists. This interdisciplinary group reviewed the experience of several successful data repositories in 

the physical sciences (e.g., EarthCube) and identified the data needs and opportunities facing the urban 

research community. The workshop developed a strategy for using, storing, and sharing urban 

infrastructure data and began to define specific research projects that can lay the groundwork for a data 

commons platform. It produced a set of recommendations on the methods and techniques for collecting 

and curating large volumes of urban data, including software platforms to make data discoverable and 

useful to the urban research community. This data commons is intended to become a central part of 

NSfôs Cyber-infrastructure. The workshop developed several alternatives for collecting and sharing this 

type of data. This paper will build upon the results of this workshop to discuss how to create a data 

commons for collecting and sharing Urban Big Data to support the next generation of urban 

infrastructure research. 
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While land use planners have long sought good policies, it is no secret that land use policy outcomes are 

context-sensitive.  Few policies, if any, have been found to work as expected in attaining their primary 

or secondary goals consistently across cities and over time.  For a majority of land use policy 
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instruments, the evaluation outcomes are quite equivocal, suggesting that a certain policy tends to be 

effective in some settings, while it is not in other circumstances.   

  

The great extent of the variation in land use policy outcomes pose two important questions for both 

researchers and practitioners: (i) why such variation exists and (ii) under what circumstances a policy of 

interest is more likely to be effective.  From a pragmatic point of view, it would be more beneficial to 

address these questions rather than to seek a panacea that can guarantee success in all or most 

settings.  However, there has been little effort to advance our knowledge on this front.  While many 

empirical studies have detected varying policy effects, what exactly made the variation has remained 

largely unanswered.   

  

This study attempts to examine the mechanisms behind the varying land use policy outcomes and to 

identify key contextual factors that can account for the variation, focusing on urban growth boundaries, 

as an example.  Specifically, using the data for 85 single-county metropolitan areas in the United States, 

it analyzes how various factors (that represent the size, history/culture, geography, governance, and 

market conditions/forces) interacted with the policy and generated diverging outcomes between 2001 

and 2011.  This is accomplished by employing a kernel-based regularized least squares method which 

provides a flexible way to estimate the pointwise partial derivatives and capture (potentially) complex 

interactions between the variables.   

  

Results show that the impact of urban growth boundaries on development patterns is largely dependent 

on the tested contextual variables.  In particular, the policy is found to create a more substantial 

difference in areas with a relatively smaller size of population or more fragmented governance 

structure.  The presence of urban growth boundaries also appears to alter the way regional governance 

and economic variables affect physical development patterns, suggesting that the policy can sometimes 

act as a complement of other factors needed for more compact and contiguous development.   
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Suburban, residential subdivisions once built with the gridded street patterns of the streetcar suburb era 

now feature the cul-de-sacs and loops found in post-war suburbs. Have subdivision developers begun to 

prefer new street patterns over the last 30 years, perhaps more connected, walkable patterns, or are loops 

and cul-de-sacs as prominent as ever? This research answers that question using computational GIS 

methods to analyze the street patterns in hundreds of suburban subdivisions in cities across the United 

States. The answer to this question is a critical datapoint that can help planning scholars understand how 

much the notion of walkability and connectivity have have permeated the designs of traditional 

subdivision development. Subdivisions explicitly designed to be well-connected and walkable, such as 

New Urbanist or smart growth communities, make up a very small number of subdivisions in any 

community, but the principles of connectivity and walkability may have influenced the design of 

subdivisions not explicitly designed according to the New Urbanist or smart growth paradigms. 

  

This research builds on the work of Michael Southworth and Peter Owens, authors of the 1993 article, 

ñThe Evolving Metropolis: Studies of Community, Neighborhood, and Street Form at the Urban Edge.ò 

They created a typology for classifying subdivision street patterns by observing changes in street pattern 

through time, from 1900 to 1980 using maps from the San Francisco Bay Area. This research 

established that street patterns have changed over time, from the gridiron plan of 1900 to the ñlollipops 

on a stickò cul-de-sac pattern of 1980. But what about the period between the 1980s and 2017? One 

study of the Portland metro region found that internal neighborhood connectivity has increased, but 

connectivity between neighborhoods declined (Song and Knaap, 2004). Beyond this study, there have 

not been others that extend and enhance the findings of ñThe Evolving Metropolis.ò This research fills 

the gap. 

  

Southworth and Owens reviewed subdivisions and developed their typology without the aid of 

computers; this fact does not make their work less accurate, but it means it cannot be easily scaled up to 

conduct the analysis rapidly on an entire metropolitan region, or even several metropolitan regions. 

Technological advances and improvements in data access since the publication of ñThe Evolving 

Metropolisò make it possible to conduct their analysis using geographic information systems, python 

scripting, and publicly available subdivision boundary and street centerline data. This research replicates 

the measurements of Southworth and Owens from 1950 through 2010, using these techniques and data 

sources, for hundreds of subdivisions in cities across the United States. This broad, nationwide approach 

will allow for inter-urban comparison to better understand the evolution of the standardization of 

suburban street patterns. 

  

Results of this project from 1950 through 1980 show that their non-technological results closely match 

the computational GIS results in the trend toward cul-de-sacs and away from the grid. Results from 1980 

to the present show some shifts in street patterns, but most subdivisions more closely resemble 

ñlollipops on a stickò than the grids of the streetcar suburbs. These findings indicate that there is still 

work to be done to encourage the design of more walkable, connected suburban subdivisions. 
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Computers were introduced to planning roughly fifty years on the assumption that computer-based 

models could provide a scientific basis for planning and public action. Like architectsô scale models and 

engineersô prototypes these models were assumed to ñcapture the city in a computer,ò allowing planners 

to test alternative policies before implementing them in practice. These models were assumed to perform 

three closely linked task. They were first assumed to allow planners to represent how cities and regions 

operate, spatially, economically and socially. This understanding was then assumed to allow planners to 

predict what the future will be. This, in turn, was assumed to allow planners to clearly identify what 

should be done, on the assumption that public officials would accept and act on plannersô 

recommendations. This conception of computer-based modeling stimulated the development of a host of 

sophisticated models of regional science and urban science (e.g., Harris (1985) and Batty (2013)), that 

were rarely implemented in practice and hundreds of planning models that have had little impact on 

planning practice and public policy. 

  

This paper suggests that representing, understanding, predicting, and planning support are three 

fundamentally different tasks, requiring three entirely different kinds of models. Models that draw on the 

insights of economics and spatial sciences to understand the complex reality of urban and rural areas are 

inevitably extremely difficult to implement in practice due to the limitations of available data and 

support funds. Prediction models do little more than continue past trends without considering plannersô 

attempts to modify these trends. Both models are based on images of ñplanning for the publicò which 

assumes that planning models should enhance the understanding and expertise of planners, to the 

exclusion of the public. 

  

The paper goes on to argue that models that truly support planning should be simple, easy to use, and 

clearly identify the implications of alternative policy choices. More importantly, to effectively influence 

public action, planning models should encourage planners to plan with the public by helping them 

understand the past and present, consider alternative courses of action, and deal with an uncertain future 

(Klosterman 2013).  

  

The paper concludes by suggesting that models that do this will be fundamentally different from the 

models that continue to dominate plannersô conceptions of what computer models can and should be.  
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Freight transportation has played a critical role in the development of megaregion economies.  However, 

most of the existing freight studies have focused on goods movement at the national, state, or 

metropolitan levels. Megaregion freight transportation has not received much attention.  One of the 

objectives of this research is to develop an analytical model for estimating megaregion truck flows, 

which will help to evaluate and improve freight mobility in megaregions.  This research will review 

previous studies on this issue, identify available and ready-to-use freight datasets, and examine the state-

of-practice methods for truck flow estimation. It intends to develop a replicable method to explore the 

spatial and temporal patterns of commodities moved by truck in megaregions. It will also develop an 

analytical framework to load the commodities carried by truck onto a road network, which is a spatial 

integration of the Federal Highway Administration (FHWA)ôs Freight Analysis Framework (FAF) and 

the megaregion freight transportation facilities. It selects Texas Triangle as an empirical case to 

demonstrate the implementation of the megaregion truck flow model. The commodity data will be 

obtained from the FAF, state transportation agencies, MPOs, and  other related sources. Since FAF data 

ignores truck movement details within a large metropolitan area, the centroids in the FAFôs zonal system 

will be redesigned by adding internal zones and multiple freight external points such as seaports, 

airports, rail yards and highway entry-exit points in the large metropolitan area represented by this FAF 

centroid. Further, the FAF and the road networks of the large metropolitan area will be integrated by 

matching their links and incorporating their attributes; a user equilibrium (UE) freight model will be 

developed to estimate the freight value by link of the freight network. The link truck values calculated in 

this research will support the evaluation of freight mobility and facilitate the decision making process of 

policy makers for megaregion freight transportation.  
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From the watermill to the Internet, cities are generated and shaped by technological advancements.  Of 

late, many companies and academic institutions have sought to capitalize on this relationship and on the 

growing digitalization of urban-related information to promote what has come to be know as "Smart 

Cities."  Smart cities technologies couple real-time data acquisition with database updating and pattern-

finding algorithms and advanced visualization techniques to improve the management and productivity 

of urban systems.  For planners, smart cities is the next milestone on the road that started with the 

creation of vector-based GIS in the early 1970s, continued through spreadsheet modeling in the 1980s, 

and resulted in planning decision support systems in the 1990s. 

 

The ambitions of companies like IBM and Siemans aside, smart cities remains easier to talk about in 

concept, than to execute in practice. 

 

This paper will report on two sets of activities.  It will begin in Part I with a historical review of smart 

cities technologies uses and practices, starting with the implementation of CompStat by the New York 

City Police Department in the early 1990s, and continuing through today.  Based on a comprehensive 

and critical literature search, this first part will seek to find  and summarize singular and cutting-edge 

examples of the use of smart cities technologies in the fields of urban planning and management.   

 

Second, in Part II, it will report on the results of a survey of current smart cities technology use 

and implementation in a representative sample of 50 urban municipalities from across the U.S.  (The 

survey instrument will be developed from the best practices research in Part I.) 

 

Lastly, in Part III,  it will identify those urban planning and management functions in which smart cities 

technologies offer the greatest potential to improve productivity and responsiveness over the next ten 

years. 
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Progress in machine learning and artificial intelligence has in recent years generated enormous fad in 

and outside the computer science field, which helps revive an old questions quantitative social scientists 

have been asking for decades: is it worth the effort to apply machine learning techniques? Who is using 

them? Statisticians and computer scientists have long argued that algorithm-driven approach has its 

place in statistics and social science (Breiman, 2001). Varian more recently identifies opportunities for 

machine learning and econometrics to learn from each other - in particular, how machine learning 

techniques can be applied to do causal inference (Varian, 2014, 2016). Some economists and political 

scientists have renewed their enthusiasm in applying machine learning algorithms in their field; some 

examples of recent applications include Bajari et al. (2015) and Monroe et al. (2015). 

 

Previous applications in the urban planning field heavily lean toward the artificial intelligence approach 

for developing decision support system (for example, Tanic (1986) and Silva (2004)). In this paper, I 

first define and introduce the two approaches to data analysis (what), and explain why/where both 

approaches have their appeal. I then demonstrate when and how each approach has its strength and 

weakness through two case studies with real data. In the first case study, I show that imputing missing 

data for the National Household Travel Survey with machine learning techniques enables more robust 

regression analysis while capturing the uncertainties introduced in the imputation process. In the second 

case study, again with the NHTS data, I show how machine learning algorithms facilitate variable 

selection and consideration of non-linear and interaction effects, which can help inform estimations of 

regression models, and when machine learning techniques can replace or complement statistical models. 

 

Through a review of the development of machine learning methods and their applications in social 

science and two case studies with actual data commonly used in transportation research, I hope to show 

the value of machine learning to planning researchers by answering the questions of who, what, why, 

where, when, and how.  
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Introduction 

Active travel is an essential encouragement for physical activities, which brings a positive influence on 

health outcomes. Generally, the physiological functions of old adults decline during the ageing process, 

leading to their social network shrinking and physical activities (PA) diminishing. However, PA has a 

great effect on many health outcomes for old adults in especial. Since the current built environment only 

provides limited access for aged residents, the spatial encouragement that led senior citizens into PA is 

supposed to be considered as a relevant cutting-in point for studying in dense city area.  

In this study, the site Tongji Xincun is one of the common ageing communities in dense urban setting. 

Most residents have lived here for more than fifteen years and once worked for the same institution, thus 

having stable relational ties with the neighborhoods. Accordingly, taking respondent driven sampling, 

(RDS) (Heckthorn D., 2001) avoid sampling error here compared with snow-ball sampling or 

convenience sampling approach. 

 

Methods 

This study proposes a passive collection method and the classification of modes at the trajectory level 

using random forests. Methods: The GPS module collected real-time trajectory data from 76 participants 

(mean age=70.1, SD=7.7) over 102 days. The accelerometers and GPS Module measured activities and 

locations every 3 seconds. By means of the smartphone GPS tracking, the study explores the spatial 

decision and spatio-temporal distribution of movement. The PostgreSQL database includes GPS points 

with latitude and longitude, personal attributes and time-series ambient atmosphere data. A classification 

model of spatial selection references was constructed using the random forests method. Random 

decision forests model is a machine learning method for classification that operates by constructing a 

multitude of decision trees (Ho, Tin Kam, 1995, de Ona, J., de Ona, R., Lopez, G., 2016). Finally, the 

study investigated the performance of models on the basis of a limited number of participants and 

trajectories to predict the transportation modes for a large number of databases. Moreover, the basic 

personal information and atmospheric conditions parameters added in the model make great 

improvement in increasing the practicality and accuracy of classification. 

 

Findings 

Based on more than 38 million GPS records, the concentration of trajectories demonstrated the 

undetected points of interesting (POI) of the senior citizens inside and outside the neighborhood. 1) The 

paper measures the actual scope of the elderly with GIS spatial analysis methods, in which the travel 
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range and physical activities along with the growth of the age offers upgrade moment by moment rather 

than descending latter tendency. The results show that the female group presents obviously higher 

frequency. 2) Immediate destination travel, active travel and multipurpose travel can be recognized 

distinctly by random decision forests model. Zero entropy stands for absolute certainty, while higher 

value for more mobility and possibility. 3) The random forests model can map the complex traits of the 

spatial behaviors pattern.  

 

Relevance 

Random Forest was able to distinguish the root and leaf nodes of the major hierarchical structure 

influencing the PA, such as weather condition and gender. However, it is difficult to separate the key 

connection nodes in fuzzy sets. The analysis results verify the relations between transportation and 

health built residential areas, indicating the importance of close proximity from neighborhoods to 

medical facilities on their level of physical activity. Thus, the outcome reveals the consensus of spatial 

relation evidently and significant geographic cluster of the elderly.  
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Land-use planning has been recognized as an important tool to reduce potential losses of lives and 

property during a severe earthquake (Burby et al., 2000). In the past decades, seismically resistant 

construction standards were often considered to help mitigate seismic impacts to property. However, this 

approach could easily cause a false sense of security, which encourages new developments to be 

allocated in hazardous areas (Nelson and French, 2007). Therefore, another approach, land-use planning, 

has be increasingly used to guide future growth while considering seismic-safety elements in the 

planning process (Wang and Guldmann, 2015; 2016). In addition, it is commonly asserted that compact 

development is the best spatial configuration of land use for cities to grow sustainably because this 

urban form physically reduces travel distances and therefore conserves land (Echenique et al., 2012). 

However, it has not been examined whether such planning policy strategies for land use have impact on 

seismic resilience. 
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Seismic hazard (i.e. ground shaking and displacement) and urban vulnerability (i.e. land uses) are the 

two major components of seismic risks (Wang and Guldmann, 2015; 2016). Planners should be able to 

assess the impact of planned land uses and the resulting seismic risks due to disproportionally allocating 

future growth in seismic hazardous locations. Therefore, it is extremely important to understand whether 

compact or dispersal development is helpful to mitigate seismic risks subject to the local seismic 

characteristics of a city. This study is to examine the effects of urban form on seismic risks. Several 

urban-form scenarios will be designed and conducted for assessing the resulting seismic damage to 

property, using a statistically estimated seismic-damage model. 

 

This study will take the following three-step approach, applied to the case-study city. First, a statistical 

seismic-damage model will be estimated to provide an explicit relationship between potential seismic 

damage and seismic hazard and land uses, using a set of pseudo-data simulated from a seismic-

engineering model. Second, several scenarios of urban form will be considered: (1) the existing form; 

(2) compact development; (3) planned expansion; and (4) dispersal development. Third, the seismic-

damage model will be used to assess the resulting seismic risks under these four land-use policies. 

 

Seismic-engineering simulation models have been widely used in assessing potential seismic impacts 

and resulting monetary damage, such as HAZUS in the US and TELES in Taiwan (Wang and 

Guldmann, 2015; 2016). With a seismic simulation model, most studies focused on the impacts on 

seismic risks resulting from future land-use increments. The mapping of seismic hazards is another 

focus of interest of using these seismic simulation models. In addition, Wang and Guldamnn (2015) 

prioritized the most seismic-resistant location for future growth, using an optimization approach with a 

statistical seismic-damage model. In California, seismic mitigation elements need to be considered in 

comprehensive land-use plans (general plans), required by the State Planning Act amended in 1971. In a 

general plan, compact development with well-designed public transit is usually selected to help achieve 

sustainability. However, it has not been discussed in past literature whether a compact city would be also 

beneficial for seismic mitigation. 

 

The simulation outcomes under the designed scenarios will reveal whether a more sustainable urban 

form (i.e. compact development) happens to result in a more seismic-resilient city. This study will add to 

the existing literature by defining a seismic-resistant urban model for guiding future growth that mostly 

mitigates potential seismic damages. This application would also provide technical and policy insights 

on seismic-resilient planning for a city and also throughout the world.  
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This poster session presents the Chapa Project, a comparative research initiative at the intersection of 

housing and technology in Brazilian informal settlements, where citizen-sourced data visualization is 

changing the interface between communities and their governments. Publicizing data resources has been 

important for grounding Brazilôs progressive policies in realities that can be measured, visualized, and 

therefore for which politicians can be held accountable. The embrace by municipalities of urban data 

portals such as HABISP and GeoSampa, for example, is a commendable effort to improve planning 

transparency in cities that feature persistent inequality. Yet many areas still remain trapped within what 

are effectively data shadows (Leonelli et. al. 2017) ï communities that are mapped but lack finer grains 

of data, and where mobile technologies are ubiquitous yet not stacked (integrated) to meaningfully 

address wicked problems (Goodspeed 2015). This limits the extent to which ICTs can calibrate to on-

the-ground issues, and (some) responses can ultimately be automated ï a key aspiration of smart city 

thinking. The nature and extent of informality is a major area to be so thoroughly documented remotely, 

but about which so little is known from the perspective of everyday use and, in the area of housing, 

system breakdown. Satellite imagery and GIS maps show where informal settlements are located on city 

maps. Yet closer up, less is understood about the formal and informal housing processes implemented ï 

many times successively ï within informal settlements, and how their interaction and mutual 

reinforcement have changed the landscape of communities over time. Indeed, it was Janice Perlman 

(2010) who called attention to the lack of data about successively upgraded neighborhoods, where 

housing issues differ significantly from both the formal and informal city, and where existing, well-

established contexts offer opportunities for ñSmart Cityò technologies to expand public participation and 

improve urban livability. As others have argued, it is within these ñactually existingò contexts that the 

true test of Smart City thinking stands to be legitimized (Glasmeier and Christopherson 2015) (Shelton 

et. al. 2016). Since September of 2015, the Chapa project has undertaken a two-year Participatory 

Action Research that considers the question of how historical patterns of urbanization in existing 

informally constructed environments impact future development alternatives. Drawing upon mixed 

methods that include geospatial analysis and a random sample of 1,032 households, the study has 

resulted in the first comprehensive analysis of the only two neighborhoods that have been upgraded by 

the same five approaches generally found across most settlements in São Paulo. In addition to 

descriptive text, this poster session will offer visual representations related to the finding of elevated 

rental markets, and future scenarios that assess the feasibility of social rental housing for consolidated 

settlement upgrading. From these perspectives, this research is most relevant for completing connections 

between participation and planning support technologies for enhanced equity in urban development. 
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Current approaches to quantifying vulnerability and resilience most commonly focus on physical, 

economic, social and political factors that can enhance (or diminish) the capacities of communities to 

withstand, cope with, and recover from disruptions caused by natural disasters or intentional attacks 

(Cutter 2016). Related research in characterizing and modeling infrastructure interdependencies has 

underscored the risks and societal impacts of critical assets disruption (Zimmerman and Farris 2010). 

More recently, criticality has been added to the compendium of measures to assist utility companies, 

local governments, state and federal agencies with pre- and post-disaster planning for the protection, 

restoration, and recovery of critical infrastructure systems and key community assets (Fisher and 

Norman 2010). Criticality assessment methodologies offer insights as to what makes certain community 

assets ñcriticalò with respect to cascading effects on other infrastructures and impacts on emergency 

operations, access, service delivery, and evacuation (Theoharidou et al. 2009). 

 

This paper offers an integrative interdisciplinary framework for criticality assessment of two 

interdependent infrastructure systems: (i) transportation networks and (ii) power/electricity transmission 

and distribution. The framework is applied to the Lehigh Valley Region impacted by Hurricane Sandy 

and other extreme events such as floods and norôeasters. The framework links spatial analysis with 

expert opinion and simulation and optimization modeling to improve the understanding of the 

interactions and interdependencies of key critical infrastructure assets in disasters. We use the 

aforementioned information to develop a criticality measure to use for evaluation of community 

readiness and resilience. 

 

In implementing the proposed framework, we first identify critical links in the transportation system by 

developing a scaling constant (weight) indicating the relative importance of each combination of links 

and nodes based on demographic and socio-economic factors (for example, populations served within 5, 

10 and a 15-minute drive from each component of the network). Accessibility to transit stations, 

hospitals, shelters, emergency operations centers, gas stations and evacuation routes under a set of risk 

scenarios is evaluated using weighting factors derived from an expert opinion survey. Additionally, two 
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different optimization models to evaluate sheltering capacity and emergency response are developed 

based on enhancements of the Location Set Covering Problem (LSCP) and Maximal Covering Location 

Problem (MCLP). We pinpoint potential vulnerabilities in the electrical system and collate them with 

the identified critical links in the transportation network. A microgrid formation algorithm (Chen 2016) 

after an interruption in the electrical system and its links to other interdependent systems is used to 

assess the functionality of the system via simulation. These algorithms provide decision guidance with 

regard to optimizing emergency services based on population served, evacuation options, travel time, 

and risks associated with candidate paths during an extreme event. 

 

Risk scenarios include assumptions associated with compromised links and nodes of the transportation 

network and loss of power. Big data from location records created by mobile devices (StreetLightData) 

are used to examine travel behavior before and after a disruptive event and validate the assumptions of 

the proposed modeling framework. The criticality measure is intended to provide decision guidance and 

help improve planning and adaptive capacity management to enhance community resilience by 

accounting for key interdependencies between critical infrastructure assets. 
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Increased congestion and personal transportation costs are encouraging the use of public transit by a 

wide range of socioeconomic groups in urban areas. And it just so happens that these shifts in perception 

also influence how public transit is planned for by city officials. Interpreting how these spatial results 

impact design changes is a necessary step for progressing the study of transportation. However, it is still 

difficult to understand how disaggregated spatial and temporal scales influence passengersô accessibility 
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to certain destinations. A new technique planners are used for analyzing and mapping out the commute 

sheds of multimodal networks is through the use of General Transit Feed Specification (GTFS) and the 

ArcGIS Network Analyst tool. This method integrate and take into account, actual transit schedules, and 

street networks. Detailed modeling can be used to measure changes in accessibility after transit systems 

have undergone some sort of modification or upgrade.  

  

This study will introduce a new GIS-based public transit network tool with a high-resolution time shed 

of a multimodal that accurately reflected the accessibility of the network. The public transit network 

model consisted of both transit and walking networks which were integrated into a multimodal network. 

This allowed for the accurate measure of an individualôs total travel time which includes time needed to 

walk to a bus stop, wait for the bus to appear and the busôs travel time at any time of the day or during 

the on-peak and off peak  hours. The study then aimed to use the tool to compare the transit accessibility 

by transit to jobs and service for different types of residential locations including affordable housing in 

Orange County, Florida.  The comparison will include multi- and single-family parcels as well as 

developments and locations that receive government funding assistance. Accessibility is estimated by 

counting the number of services or jobs accessible within 15, 30, 45 and 60 minute transit sheds. The 

paper will also compare statistically the accessibility at affordable housing locations to other residential 

land parcels. 

  

Accurate time sheds of multimodal, disaggregated transit models are valuable tools for measuring the 

performance of public transportation and for evaluation of residential locations.  The study area is 

assessed for their accessibility to employment and other services. The preliminary analysis shows that 

affordable housing locations has better transit accessibility than multi- and single-family 

properties.   GTFS data can provide numerous opportunities for expanding and using the transit 

information for planning analysis purposes. The policy implication underscored by this paper is that 

more precise measures of accessibility should be incorporated into decisions concerning the location of 

affordable housing and employment opportunities if we hope to plan sustainable communities. 
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The lack of longitudinal studies of the relationship between the built environment and travel behavior 

has been widely discussed in the literature. It is mainly due to the lack of longitudinal datasets, in which 

travel behavior is measured for the same individuals before and after the change in the built 

environment. 

  

This paper aims to address such a limitation by extending the standard propensity score matching 

estimators to support longitudinal quasi-experimental studies. The standard propensity score matching 

method has typically been used in cases of true panel data, where the propensity score method pairs 

treated and control observations (hence the match is in a single cross section). Typically, census and 

travel survey datasets are gathered for a same region once every several years; but they are not true 

panels, because the same participant is not observed longitudinally.    

  

Our method, named Two-Dimensional Propensity Score Matching (2DPSM), is developed to cope with 

such an issue by pairing observations across two dimensions: longitudinal and cross-sectional. This 

method allows researchers to mimic randomized controlled trials and find synthetic control groups that 

are similar to the treatment group and to match subjects synthetically across before-treatment and after-

treatment time periods. In this paper, we introduce the technical details of 2DPSM and test its 

performance based on a series of synthetically datasets. A near-term opportunity to implement 2DPSM 

is to identify the impact of transportation infrastructure on travel behavior.  
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Smart cities strategies and technologies can greatly enhance planning and decision making practices 

(Allwinkle & Cruickshank, 2011). These strategies include collecting or using new data sources, using 

new technologies, or sharing information and collaborating across units and jurisdictions in new ways 

(Albino, Berardi, & Dangelico, 2015). However, our understanding of plannersô perception and 

organizationsô readiness for using these strategies is still limited (Afzalan, 2015; Townsend, 2013). In 

this research, we build on the results of a national survey to explore the perception, intention, and 

readiness of planners and planning organizations in adopting smart cities strategies in their planning 

practice. We review literature around plan making, organizational management, planning support 

systems, and smart cities to explore the following two inter-related questions: 

 

1) How do planners perceive the value of smart cities technologies and strategies in their planning 

practice? 

2) What are the requirements for more effective adoption and deployment of smart cities technologies 

and strategies, based on plannersô perspective? 

 

To explore the questions, a web-based survey was sent out to all the AICP members (N= 16,249) in 

November 2016. The survey was designed by the authors and administered by the American Planning 

Association. The study focused on the AICP members in order to gather ideas from certified 

professional planners who work at public or private organizations. The survey focused on various 

aspects of adopting technologies and data use. These aspects include stakeholder engagement, capacity 

building and networking, organizational and departmental collaborations, budgeting, data collection and 

analysis, and plan making. The majority of the survey questions were closed-ended. The respondents 

were also allowed to add their ideas through several open-ended questions. The results of the close-

ended questions were analyzed through statistical analysis, mainly descriptive analysis and t-tests, and 

the close-ended results were analyzed using qualitative content analysis methods.  

 

More than 1,400 planners participated in the survey. Based on the analysis results, using social media 

for public engagement and GIS tools for information sharing are considered as the main smart cities 

strategies used by more than 80% of the planning organizations. On the other hand, some other smart 

cities strategies such as data analysis and application development are less commonly used by planning 

organizations. In public organizations, most of the planners are mainly engaged in smart cities activities 

as interdepartmental liaisons (42%) and less as data analysts or technical managers. The three main 

needs for more effective adoption of smart cities strategies are funding, access to technical staff, and 

education. Planners in both public and private organizations consider optimizing day-to-day public 

facility and service operations as the most valuable potential for using smart cities technologies. 

Planners are more concerned about the digital divide issues of using smart cities technologies than they 

are about potential ethical or privacy issues. The results of this research provide insights for planning 

scholars to understand practitionersô perceptions of using and adopting smart cities technologies in their 

everyday practice. The results also help planning academics to better prepare their students to thrive in 

their future demanding jobs.  
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Emerging technologies are fundamentally changing how we plan, develop, and manage our cities, as 

cities around the globe continue to urbanize and become more smart and connected. Local planning and 

development is the most basic form of government, impacting cities that live and work in communities, 

and planning departments provide one of the most visible conduits where citizens. Given trends of 

increasing mobile use, local governments and public bodies officials (and particularly city planners) are 

being require to adopt and use new technologies to plan, communicate and engage with citizens.  

  

In this context, this study benchmarks the use of technology in cities across the United States as of fall 

2016, evaluating changes since 2015, suggesting standards for using technology in planning, and 

hypothesizing how technology trends will continue to impact planning and local government. Highlights 

of this research includes the finding that many cities publish government documents such as zoning code 

and comprehensive plans online, however a much smaller (but slowly increasing) number provide 

sophisticated online geographic information systems (GIS). Most local planning departments now have 

a website but a minority are responsive. While a large number have embraced responsive (mobile 

friendly) technology over recent years, far fewer are integrating the use of social media, online 

permitting, and other technologies. 

  

The study also refines a methods of benchmarking which have become validated through peer-reviewed 

publication over recent years and discusses follow-on opportunities--including an applied civic hacking 

project called Streetplan (http://streetplan.org/) which resulted as a project outcome. This provides an 

example of how methods of digital representation and new technology can enrich community 

participation and the planning process, helping to reshape cities methods to gather data enriching the 

planning process.  
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Land cover and land use maps are essential for effective regional planning efforts. Currently available 

national land cover maps in the Lower Mekong region do not meet the needs of policymakers due to 

infrequent updates, classification systems that do not accommodate multiple users, lack accuracy 

assessments, inaccessibility or data being confined within political boundaries. In this project, we apply 

a participatory capacity building approach to co-create a complete and consistent regional land cover 

monitoring system with stakeholders. The system is built entirely in Google Earth Engine, a freely 

available cloud-based geospatial processing platform that combines a petabyte-scale archive of satellite 

imagery and other datasets, cloud-computing infrastructure for processing, an advanced API for creating 

complex workflows, an online IDE for development and visualization, and sharing and collaboration 

tools. Google Earth Engine provides a centralized location in which to integrate biophysical primitives 

(continuous raster layers such as percent tree cover), stakeholder developed training and validation data 

(primarily vector points with biophysical attribute data), and rule-sets for assembling the primitives to 

locally meaningful land cover categories. The data and code are available to all stakeholders, and do not 

require powerful computers, large hard disks, or high-bandwidth internet connections to access. 

The system was designed in a series of regional capacity building workshops with representatives from 

Thailand, Cambodia, Myanmar, Lao PDR, and Vietnam. Stakeholders defined a shared land cover 
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typology (Ahlqvist 2008) and specified the design criteria of the RLCMS (Clark et al 2010, Wulder and 

Coops 2014). Their criteria includes a flexible design, a common set of input data sources, map 

consistency, uncertainty estimates, and facilitates the exchange of information and technology. The 

system architecture was developed in two workshops. During the first workshop stakeholders collected 

reference in open source software (e.g. Bey et al 2016) and used this data to developed primitive maps, 

thematic biophysical predictions such as percent tree cover. In the follow up workshop, participants used 

a customizable assembly logic to combine biophysical primitive layers to create final thematic land 

cover maps to meet their management objectives. Uncertainty from the biophysical primitive layers was 

propagated into the final land cover map product using Monte-Carlo simulation methods to provide 

pixel-based estimates of uncertainty. 

 

The accessibility and transparency of the system results in dramatically increased information and 

technology exchange within and between member organizations. An additional benefit of building a 

system based on biophysical input data layers is that map inputs can be easily updated to make use of 

better reference data, improvements in classification methods and remote sensing technologies. Because 

the system is built using freely available data and technology and is customizable to national needs it 

can easily be adopted by other regional land management efforts around the world. 
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Crime, traffic crash hotspots and other types of hazard to citizens often spatio-temporally overlap in 

cities and are responsible for decreased accessibility and quality of life in cities (Tilahun, et al 2016). 

There is a need to integrate these disparate sources of information for improved community 

development and law enforcement. The Data-Driven Approaches to Crime and Traffic Safety 

(DDACTS), a joint a law enforcement operational model is an approach based on local data collection 

and analysis to identify crime, crashes, and traffic-related hot spots (NHTSA, 2014). Yet some of these 

databases have problems of underreporting particularly in deprived Environmental Justice (EJ) areas, in 

addition to latency and other forms of inaccuracy (Cottrill and Thakuriah, 2010). 

 

This paper will examine the ability to derive composite indices of social vulnerability to crime and crash 

hazards using emerging sources of sensor, social media and administrative data. Because sensor data 

tends to be heterogeneously distributed over space-time, geographic coverage of such sources of 

information is variable and sparse in many areas. We use incident data from road sensor systems as well 

as GPS and twitter data from public transportation agencies to derive a comprehensive picture of 

hazards and delays within a city. Additionally, we make use of citizensô Twitter posts. However, the 

number of geo-tagged tweets pinpointing the location of the user at the time of tweeting tends to be 

sparse for event detection, and not representative of overall populations (Mislove, et al, 2011; Sloan, et 

al, 2015). Hence there is a need to consider expanding and geo-localizing the sample of non-geo-tagged 

tweets that can be associated with locations, a process called ñgeo-localizationò. Our geolocalization 

approaches utilize Points of Interest databases, information retrieval-based approach that trains on geo-

tagged tweets, and machine learning techniques using majority voting, and substantially increases the 

overall sample sizes and coverage over a city (David Paule, et al, submitted). Our results show that using 

geo-localized tweets allow discovery of a larger number of incidents and socioeconomic patterns that are 

not evident from using geo-tagged data alone, leading to detection of activity throughout the 

metropolitan area, including deprived EJ areas where the degree of social media activity detected is 

usually low.  

 

Integrating such diverse sources of data induces substantial uncertainty in model estimates of hazards. 

Using data from the Chicago metro area, we combine multiple models using Bayesian Model 

Averaging, which allow us to identify the most important parameters in understanding the overall hazard 

space and to fuse together multiple sources of information towards deriving composite spatio-temporal 

measures of social hazards. Implications are derived for urban operations management and policy. 
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In 2016 the USDOT released the National Transit Map (NTM) and associated data (Bureau of 

Transportation Statistics, 2016). This map centralizes transit network data in a specific format. General 

Transit Feed Specification (GTFS) standardizes transit network configuration and operations in such a 

way that it is easy to process. Developers use these feeds to develop various applications (Antrim & 

Barbeau, 2013). While this data does not contain all necessary factors, it does provide information about 

the underlying network connectivity and attributes. Census data enables further social, environmental, 

and spatial inquiry. Transportation researchers have been able to utilize GTFS and Census data to study 

transit accessibility (Bertolaccini & Lownes, 2015; Owen & Levinson, 2016).  

 

One of the time consuming processes of working with GTFS is relating it to Census data. Projects 

involving these datasets require preparatory data clean up and GIS processing which increase the costs 

of running multiple case studies. While these steps are common practice, it represents an area of 

research that can be streamlined. The objective of this research is to automate the data retrieval, geo-

cross-referencing, and tabulating of publicly available national datasets. An open source tool is 

developed that enables researchers and practitioners to accelerate the initial data processes and allows 

them to focus on analysis and innovation.  

 

The program will allow the user to select a transit system. Stops and buffers will be downloaded from 

the NTM dataset. The program will then select a corresponding census block/tract shapefile using the 

extent of the transit data (TIGERweb, 2017). QGIS libraries and functions are used to find (a) in which 

census designation is each transit stop located, and (b) which blocks are within the catchment area of an 

external transit stop point. The outputs are the downloaded shapefiles and tables in CSV format for 

future relate/join operations. The tables also contain information on geometric overlap of polygons and 

lines, which are useful for the end userôs interpolation between incongruent geographic units.  

When the researcher or planner wants to test the transferability of their project, they can return to the 

tool to obtain prepared data for a new case study. Only census designations within the extents of the 

GTFS request will be outputted thus reducing file sizes. Frequently there are updates to GTFS data as 

agencies adjust their routes and schedules. This tool facilitates the retrieval of the most up-to-date data. 

The current version is only enabled for GTFS and certain census designations. Further development will 

tie in other existing and future public datasets and implement a web-interface. 
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What kind of place would make people feel lively, beautiful and safe? Understanding the relationship 

between the built environment and its human perception is a central concern to the field of urban 

planning since the revolutionary work of Kevin Lynch (1960).  However, due to the limitation of 

traditional data collection method, there are few the quantitative studies in the recent decades. In the last 

couple of years, the rise of computer vision techniques that quantify the perception of the urban 

environment is increasingly being used to study the city's physical appearance (De Nadai et al., 2016; 

Dubey, Naik, Parikh, Raskar, & Hidalgo, 2016; Liu, Zhou, Zhao, & Ryan, 2016; Naik et al., 2016; 

Zhou, Liu, Oliva, & Torralba, 2014). Combined with the big data It offers researchers a huge amount of 

new information to understand the built environment as well as how human perceive it. 

 

In this study, we examine the relationship three type of built environment perception (lively, beauty, safe 

feeling) and the built environment features at 112,386 street locations in 23 top cities of United States. 

The perception data is shared from place Pulse project (Salesses et al., 2013) and built environment data 

is collected form google street view API, EPA smart location data base, and U.S Census. 

 

We first employed an elo-score algorithm to calculate the perception score for each street location as the 

dependent variable. Then the computer vision techniques of image segmentation would be applied to the 

streetview pictures to extract the proportion of building, road, sky, grass and tree in each graph. After 

combing it with other built environment information, we then utilized the multi-level regression model 

at street/ census block group/city level to test the significance and magnitude of the association between 

built environment features and human perceptions. We then standardized the coefficients to compare the 

impact that various variables exhibit in the human perception on the site.  

 

The result will offer us more understandings on how built environment factor is related to peopleôs 

impression of the places today, therefore, provides an empirical and statistical evidence to guide urban 

planners in decision-making.   

 

De Nadai, M., Vieriu, R. L., Zen, G., Dragicevic, S., Naik, N., Caraviello, M., é Lepri, B. (2016). Are 

Safer Looking Neighborhoods More Lively? A Multimodal Investigation into Urban Life. ACM on 

Multimedia Conference, 1127ï1135. http://doi.org/10.1145/2964284.2964312 
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Planning as a field has contributed and exchanged knowledge with social theory for over a century; not 

only because the object of its study is the spatial scenario of social expressions, that have considered the 

ñnature of manò (Lefebvre, 2003 [1970]), but because the study of social issues such as residential 

segregation, gentrification, unemployment, social justice, race, and gender have reflected upon the 
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professional and academic practice of planning as well. During the 20th century, the links between 

regional planning, social geography, and demography consolidated, regardless of the natural progression 

of each discipline. 

 

This paper will aim to explore the key connections between the theory and practice of planning and the 

theory and practice of geographic and demographic socio-spatial analysis as they have evolved over 

time. It conceptualizes the major turning points, as well as the points of convergence/divergence, 

influence/reaction against one another, as well as complemented or conflicted with one another. Finally, 

considers the critical and intellectual basis for a theoretical framework for Agent-Based Simulations in 

Planning, and how it has been used over the past 20 years in key articles. 

 

From the beginning of a theory of regional planning has been ñconcerned with the ordering of human 

activities in supra-urban spaceò (Friedmann, 1963). But these human activities are carefully related with 

their distinctions of scale and different institutional settings. The emphasis is not only in one aspect, it 

concerns the complexities of all the problems related to physical aspects of land use, economic problems 

related to allocation, geographical issues concerning the ideas of place, transportation, and 

environmental issues related to risk, pollution, and resource management (water, waste, energy). 

Regional planning implies a more comprehensive understanding of social objectives settled in place, and 

by using agent-based simulations as a Planning Support System (PSS), it blends the two fields 

reciprocally informing each other. 

 

By exploring in detail the long-term relationship between the regional planning field and the fields of 

social geography and demography, and how the leading views and approaches have developed over time 

with regional planning field as a guideline of the evolution of the complementary disciplines. Some of 

the basic characteristics that differentiate the planning field are the vision of totality as a fortitude of the 

discipline of planning field in comparison with social geography and demography. The focus of a 

planner it is the study of space, land, and the interactions with humans and their applications what gives 

essential credibility to the field. Although, contested, ñplanning with and for people to enhance the 

quality of life for all in the built environment.ò (Carmon & Fainstein, 2013); the heterodoxy approaches 

scholarship (Goldstein, 2012), allows the usage of sociological theory into PSS; the applicability of the 

planning practice that by keeping óone foot on reality,ô gives the field unlike other disciplines a 

ñpragmatismò that makes it less abstract and more grounded in reality; and the socio-spatial dialectic 

(Knox, 1995) in which ñurban spaces are created by people, and they draw their character from the 

people that inhabit them. As people live and work in urban spaces, they gradually impose themselves on 

their environment, modifying and adjusting it, as best they can, to suit their needs and express their 

values. Yet there is thus a continuous two-way process, a ñsocio-spatial dialecticò (Soja, 1980), which 

blends the emergence of social phenomena in a symbiotic relationship in between all the fields 

increasing the idea of complexity, a multidimensional, multi-scalar, and multi-level process; that can be 

addressed in computer-based simulations over the past decade. 

 

This paper reflects upon the need of finding the connections between social theory and planning, and 

how it has been addressed in the latest 20 years of computer-based simulations so it will lead to a 

comprehensive approach toward their importance for a theoretical framework for agent-based 

simulations in planning. 
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The study focused on the analysis of health equity of urban development based on GIS data analysis. 

Health equity represents the ñattainment of the highest level of health for all peopleò (U.S. Department 

of Health and Human Services, 2010). Besides other factors, such as individualôs economic condition, 

residential location was a major factor that can influence individualôs accessibility to health facility. 

Groups with certain characteristics, including low income, minority, and senior citizens, were more 

likely to suffer from health inequity. This study conducted regional accessibility analysis on health 

facilities for the 10-county Atlanta Regional Commission area, including Cherokee, Clayton, Cobb, 

DeKalb, Douglas, Fayette, Fulton, Gwinnett, Henry, and Rockdale counties. The goal was to evaluate 

spatial disparities in accessibility to health service at block group level. Data from databases, including 

ESRI Health Data, ESRI North America Detailed Streets, block group feature class with relevant 

demographics from the American Community Survey (ACS) pre-joined, and Emergency Medical 

Service Facilities from ARC open data, as well as tools form the Geographic Information System (GIS), 

were used for the evaluation.  

  

This project examined accessibility to hospital community facilities, including general hospitals and 

community health center for all populations by race (white, black), age, income, and education 

background. Further, reachability of ambulance service providers (emergency room and fire stations) to 

their service blocks was examined. The results of this study showed that health service accessibility 

differed for various social groups. The comparison among those groups demonstrated such health 

disparity in transportation for big Atlanta region. Moreover, certain social groups, such as vulnerable 

people (which was defined as people younger than 10 or older than 65) was extracted and compared 

their accessibility to overall number. In addition to accessibility analysis, the study also conducted 

spatial analysis, including Hotspot Analysis and Moranôs I, in order to discover the spatial 

autocorrelation among different census blocks in terms of their travel time to health service. 

  

Since accessibility meant how easily one can reach a destination, travel time can serve as a quantitative 

measure for accessibility. In this study, travel time based on different transportation systems. was an 

indicator of how easily an individual can obtain access to nearby health services.  

  

Health equity cannot be achieved without a thorough understanding of demands at all socioeconomic 

levels across geographical regions. This study aimed to gain such understanding through analyzing 
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travel times to health services and determining potential causes for disparities between accessibility to 

health services of various social groups. The results indicated that disadvantaged groups, including 

females and vulnerable people, had lower accessibility than their counterparts and the overall 

population. Surprisingly, white people and people with higher income had lower accessibility while 

people in poverty had higher accessibility. Hence, one perspective alone cannot explain accessibility 

differences. Instead, it is the intersection of geographical location, social status, economic levels that can 

provide insight into the current situation and solutions to achieve health equity.  
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This paper identifies ways to spatially assess road flood risk at a micro scale using actual flood impact 

records and Geographic Information System (GIS) methods.  Floods are the most frequent type of 

natural hazard globally (Centre for Research on the Epidemiology of Disasters [CRED], 2016).  While 

the fatality rate per disaster event in the United States has declined for most states over the past few 

decades (Ashley & Ashley, 2008; Sharif, Jackson, Hossain, & Zane, 2015), the cumulative impacts of 

more frequent disaster events pose a new challenge for public safety.  Furthermore, as cities grow and 

expand over floodplain areas and coastal regions, development will unavoidably increase the exposure 

and susceptibility of more people, roadways and other infrastructures to flood hazards. 

 

A better understanding of local conditions that make roads susceptible to different types of floods 

(coastal flooding, river flooding and flash flooding) could help improve peopleôs awareness of this type 

of hazard, save lives and facilitate disaster response and recovery efforts.  This is believed to be the first 

study to document alternative approaches for evaluating road flood risk using actual flood impact 

records and GIS. Most other flood risk assessment studies rely on models that assume landscape 

hydraulic characteristics under specific what-if traffic flow and hydrological scenarios to determine the 

potential impacts that floods may have on travel behavior, transportation safety, road closures or the 

movement of goods and services. The value of using actual records is that the impact of floods at a given 

location is real, not probable.  The challenge, however, is to validate, re-classify and geocode incident 
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records in a way that is relevant and useful for transportation safety analyses.  This study reviewed six 

(6) different data sources produced or recorded by federal agencies, state agencies, and local 

organizations that could be used to describe flood impacts on transportation safety.  A series of online 

searches, email requests and telephone inquiries supported this effort.  For each data source found, this 

paper provides a general description of relevant content and a brief review of its potential value and 

limitations for road flood risk assessments.  Also, when feasible, examples of the data are mapped or 

plotted in graphs.  This paper concludes by outlining the methodological steps needed to assess road 

flood risk using available secondary data and GIS methods.  
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This study investigates the spatial accessibility to elementary schools in the context of a segregated city. 

The hypothesis is that the low-performing schools are disproportionately located in disadvantaged 

neighborhoods with predominately Black and low-income populations. This study argues that the spatial 

accessibility of students from distressed neighborhoods to access quality schools are low. The research 

questions are: 1) What are the spatial distributions of high-performing and low-performing schools in 

the city? 2) What are the pattern of spatial accessibility to high-performing schools in the city? Is the 

accessibility to access quality public schools related to socio-demographic characteristics of the 

neighborhood? 

 

The city of Buffalo is particularly unique as a study area, where residential segregation, distressed 

neighborhoods, and low-performing public schools are prevalent issues. In 2015, 77% of all public 

schools in the Buffalo School District (BSD) were categorized as ñfailing schoolsò. This situation leaves 

racial minorities and low-income students to be admitted in low-quality neighborhood schools. Within 

the context of School Choice education reform, BSD has implemented intra-district open enrollment to 

open admission to public schools beyond the neighborhood school catchment. This enrollment policy 
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aims at providing more choices for parents to send their children to a better-performing school in lieu of 

their failing zoned neighborhood school in BSD. This also opens access to the population in the 

disadvantaged neighborhoods to access better-performing schools. 

 

Prior studies examined accessibility to schools by focusing on spatial distribution and accessibility. 

Scholars highlighted disparities of access to schools for various sociodemographic groups (Talen, 2001; 

Williams & Wang, 2014). However, prior research did not incorporate the quality of schools into the 

calculation of school spatial accessibility. This study contributes to the on-going conversation in 

accessibility to public schools by incorporating school quality and the utilization of Geographic 

Information System (GIS) approach in the analysis of schools and neighborhoods (Hogrebe, 2012). This 

also contribute to the current theory and planning practice discussion about spatial equity to urban 

services (Talen, 2011; Tiebout, 1956). 

 

In this study, GIS-based accessibility analysis was utilized to assess the spatial distribution of 

elementary schools and to measure the spatial accessibility to quality schools. This study utilized 

secondary data that were collected from multiple sources for the year of 2015. The spatial accessibility 

to schools was further analyzed in relation to neighborhood demographic characteristics using regression 

analysis. As hypothesized, the findings show that low-performing schools are located in the 

disadvantaged neighborhoods and students from these neighborhoods have to travel farther to reach 

quality schools. This is due to a limited number of quality schools and their disproportionate distribution 

in the city. The spatial accessibilities to quality schools are related to the sociodemographic 

characteristics of the neighborhood. As a conclusion, the schools are distributed across the city but the 

spatial distribution of quality schools are unequal. Low-performing schools are disproportionately 

located in disadvantaged neighborhoods, creating inequity of access to quality schools. 

 

The results of this study inform the public policy in neighborhood improvement programs as well as 

education reform programs. Improving distressed neighborhood should be conducted as a concerted 

effort with improving the quality of respective neighborhood public schools. Good spatial accessibility 

to urban services, including schools, are important to achieve spatial equity in the city. While this study 

emphasizes the measure of spatial accessibility, the non-spatial accessibility to quality schools also 

seems to be an important factor to be considered in further research.  
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The research objective is to examine if Reusing Dublin can support the identification of economic reuse 

and redevelopment opportunities that are operationalized in terms of diversity as one of the key 

resilience principles (Wardekker et al. 2010). The application facilitates an inclusive and interactive 

crowd sourcing process that gathers information on underutilized spaces and raises awareness and 

knowledge of this issue while engaging citizens with their locality and with one another. 

Methodologically, this research is based on prototype application development, implementation and 

evaluation. Dublin was chosen as a case study for its pronounced problem of building and site vacancy 

and dereliction in some of the central city areas, especially following the most recent economic crisis. 

The application design was based on interviews with focus groups consisting of the council planners. 

These were used to identify the system requirements in terms of functions, interface and relevant 

information that the tool will help collect. 

Reusing Dublin has six main functions: Discover information, Add information, Connect with others, 

Data layers, Search and Links to social media. Reusing Dublin was developed by Future Analytics 

Consulting based on a tool design concept involving a web mapping server, application and interface 

which allowed both data viewing and data input by the users. The software included: MySQL - Database 

management system; php - Web scripting language connecting the application to database; HTML - 

Hypertext markup language, used to develop web pages; CSS - cascading style sheet, formats design of 

web pages; and Javascript - web scripting language. Reusing Dublin has been operational for the past 6 

months and sufficient data is collected from the local communities to enter the evaluation phase, which 

is currently under way, with final results expected by the end of 2015 / early 2016. 

The evaluation is administered as a controlled pre-test post-test experiment, with the pre-test carried out 

in the design phase via semi-structured interviews and a questionnaire with local planners. The post test 

is carried out in a second round of focus group interviews and questionnaires following the 

implementation of Reusing Dublin. The data are analysed by coding and statistical analyses in order to 

determine if there is a significant difference in the ability to identify opportunities for resilience before 

and after the introduction of Reusing Dublin. The technique used to assess the change in the type and 

nature of opportunities identified is based on the concept of ideation suggested by Muller and Ulrich 

(2013). The authors discuss how using information systems can support ideation by creating virtual 

environments or by implementing other forms of computerized creativity support, such as brainstorming 

for the purpose of allowing employees and groups to explore new ideas together. Muller and Ulrich use 

Cougarôs (1996) creativity model to define creativity (ideation) within the IS literature. From the IS 

perspective creativity (ideation) can be facilitated by IS through four media: environment, person, 

process or product. The results of evaluation phase will show if Reusing Dublin as a product has the 

capacity to facilitate creative planning for underutilized urban spaces. 
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Reusing Dublin is an output from the EU FP7 TURAS project, which seeks new adaptive and flexible 

approaches to urban planning that can build social-ecological resilience in response to the convergence 

of crises. TURAS stands for Transitioning Towards Urban Resilience and Sustainability 

(http://www.turas-cities.org). 
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Millions of people now use social media platforms to chronicle their visits to physical places. Examples 

range from Instagram photos or Facebook check-ins to specialized apps like Strava or Swarm. This 

paper investigates the demographic characteristics of people who use location-based social media in the 

state of California. We use 12 months of public posts to infer usersô home census tracts, and compare the 

demographics of heavily-represented tracts to the state at large. Preliminary findings show little 

difference in race or ethnicity, but moderate differences in age and income. 

 

Social media data can be valuable to city planners in a number of ways, from augmenting pedestrian 

counts or travel surveys to illustrating how people use public spaces. Social media posts often 

correspond to types of activity that are under-counted in household travel surveys (e.g., casual trips, 

recreation, tourism). But to avoid marginalizing disadvantaged groups, itôs important to know who is 

represented in these data streams and who may be missing. Large-scale surveys give us a general sense 

of who uses which platforms, but itôs also useful to be able to infer the biases of individual datasets.  
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This paper focuses on a sample of 20 million geolocated Twitter posts from the western United States, 

including large numbers of cross-posts from Instagram and Foursquare/Swarm. Frequent users are 

matched to California census tracts based on weeknight posting activity. We estimate OLS regression 

models to explain a census tractôs prevalence based on its demographic characteristics. Robustness 

checks include comparing the inferred home locations to usersô profile information and controlling for 

likely sources of error such as nightlife spots or hotels. Finally, we compare the social media data to 

home locations and travel destinations from the 2010 California Household Travel Survey. 

 

This paper is a component of broader research into using location-based social media posts as a way of 

studying travel destination choice. The Python code will be available as an open-source software library 

to allow others to easily assess demographic bias in similar datasets.  
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Sustainable water use management is an imperative task for local and regional planning authorities. 

Although residential per capita water withdrawal trends in the US has been stabilized for last decades, 

the largest growth of water demand still occurs in urbanized areas due to greater population and 

economic activities (Fitzhugh and Richter 2004). In general, the level of urban water use consumption in 

a certain city is closely related to the land use types and the physical characteristics of the built 

environment in the city; therefore, it is important for local planning authorities to examine the 

relationship between such chief determinants of water consumption related to urban growth policies and 

sustainable water use.   

 

This study discusses sustainable water use framework in regards to urban form variables and urban 

growth policies at geographic scale of both county level and parcel level.  In specific, we aim to answer 

the following questions. (1) What are the relationships between urban form variables and urban water 

use? (2) What are the implications of incorporating land-use and development configuration variables 

into water-use planning? (3) How can planners formulate sustainable urban water use projections by 

adding knowledge about local water use and land development patterns? This study is composed of 

three linked research analyses to answer these questions:  a cross-sectional regression analysis to 
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examine the relationship between key water measures with county water withdrawal data in the U.S 

metropolitan areas.; an empirical analysis adopting a spatial error model using single family residential 

water billing data, GIS database, and CIR (Color-infrared) photo geometry imagery in the metro Atlanta 

area; and the development of sustainable water use scenarios based on local water use profiles and 

rainwater harvesting (RWH) potential.       

 

The analyses find that a series of urban form variables associated with sprawl and low-density 

development configurations (population density, percent of single family housing, lot size) are 

correlated to water use rates. These results support the proposition that a compact growth policy that 

promotes high density and a mixture of residential types would reduce per capita urban water use in the 

long run.  The study also shows how GIS data, remote sensing imagery, and Python scripting can be 

used to automate extract the size of outdoor lawn, pools, and roofing areas for spatial error regression 

modeling and RWH potential calculations.   The major contribution of this research is to connect land 

use to water resource planning and to demonstrate that changes in urban form can result in more 

sustainable water use. 
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The dynamics between built-environment and climate change is bidirectional: i) the global 

industrialization and metropolitan activity change the climate, and ii) the potential extreme events as 

well as the gradual increased temperature impact the built-environment. While these two are studied 

distinctly, simultaneous consideration of them provides the metropolitan areas with an integrated, 

climate-resilient planning response to mitigate climate change and control or otherwise neutralize its 

induced hazards proactively and efficiently.  
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One of the main critical urban systems subject to both mitigation and adaptation planning is the inner-

city network of transportation. In New York City (NYC), for example, transportation sector, the second-

largest contributor of GHG emissions, accounts for 24 percent of the city-wide emissions. Mitigating the 

impact of transportation on climate change, the NYC has pursued the use of electric vehicles (EVs). 

However, decision makers face a causality dilemma when developing the charging infrastructure 

utilized by EVs. On one hand, EV market penetration depends on the charging supply chainôs maturity. 

On the other hand, the capital required to put install charging facilities and further develop the supply-

side of the chain will not emerge until a promising market for the EV exists.   

 

The NYC transportation energy infrastructure is also one of the most critical yet disaster-susceptible 

networks, in need of a resilient platform to better withstand anticipated climatic extremes. In response, 

especially after 2012 super-storm Sandy, a broad range of climate resiliency commissions, policies, and 

acts have been established; followed by billions of dollars in investment in resilience-enhanced motor 

fueling infrastructure. Despite the proven effectiveness of resilience-enhancing strategies (aka climate-

adaptation strategies), significant funding and complex finance models have kept many of the developed 

models far from practicality.  

 

The separation of mitigation and adaptation planning in practice, however, ignores co-benefits by 

designing and implementing both in mutually supportive ways. The question of interest for planners is 

how, where, and by what factor a sustainable, climate-resilient transportation fueling infrastructure 

should be developed. In fact, a tradeoff must be made between the cost of transition to less polluting 

mode of traveling on one side (i.e. mitigation planning), and dollar value associating to resilience-

enhancing strategies  (i.e. adaptation planning), on the other.   

 

Solving for an equilibrium point, we developed a bi-level model. The top-down component of the 

proposed model, climate-adaptation model, comprises a tri-stage nonlinear stochastic optimization. The 

third stage (i.e. the 4th step of traffic demand management model and truck routing problem) is 

conditioned on the second stage (i.e. network retrofit and facility location problems). The second stage 

variables are also conditioned on the first stage decisions (i.e. stochastic resource management and asset 

allocation optimization) which themselves are conditioned on network topology when stressed or under 

attack.  

 

In the bottom-up platform, mitigation model, we analyzed the trade-off between adaptation and 

mitigation in a cost-effective, game theoretic setting. The bottom-up model features a Stackelberg 

duopoly structure solved in non-cooperative setting yielding a Nash equilibrium as well as in 

cooperative setting maximizing a global welfare function. 

 

The model components are solved iteratively in General Algebraic Modeling System (GAMS) as mixed-

integer quadratic complementarity problems.  The integrated modeling framework supports both 

network and institutional design and allows assessment of the effects of technological and infrastructural 

changes, population and land use changes, pricing and tax incentives from the government, and 

assumptions about industry production and consumer adoption of EVs on the spatial economy.  We 

demonstrate the use of the modeling framework in providing planning support in a range of scenarios. 
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Problem:  While population and employment projections inform planners about the future growth of the 

city, planners still need to make decisions on where and to what extent to allocate the future growth. A 

more comprehensive yet flexible method is needed to provide evidence for planning decision making, 

and to provide flexibility of controlable variables as well. 

 

Existing Research: The existing work in this area is mainly focused in examining the development 

opportunity based on either qualitative or quantitative data. While there are efforts to perform land use 

analysis to indicate future allocation, there is barely research to examine whether the land use analysis 

results fit peopleôs anticipation of a high-quality life.  

 

Research Objective: This research aims to develop a methodology to detect the potential development 

opportunities based on two criteria. First criteria is the environmental aspects analysis of quality of life 

reflection, and the second criteria is the land use suitability analysis results. The two results will then be 

combined to detect area where a certain type of land use is needed as the quality of life results 

suggested, and the area is suitable for that certain type of land use, as suggested from the land use 

analysis results.  

 

Methodology: Variables to define the environmental part of quality of life research were identified. 

Multi -level regression was used to examine the relationship and significance of each variable, given the 

data from BRFSS as dependent variable. Land-Use Conflict Identification Strategy (LUCIS) was used to 

perform land use suitability analysis. City of Tampa, Florida is used as the case study for this research. 

 

Results & Contributions: Area that satisfied both criteria were identified. This study establishes a 

comprehensive methodology of identifying future development sites using both qualitative and 

quantitative data. This research also can inform future resource allocation process, which is the second 

part of this study.  
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Background: 

While horizontal curve alignments are important elements of any transportation roadway network, they 

are at the same time one of the major safety hazards in the United States with more than one-quarter of 

highway fatalities occurring on them (USDOT, n.d.). In addition, run-off-the-road and head-on traffic 

crashes account for 87 percent of all fatal crashes on horizontal curves. There has been significant 

research conducted in quantifying the factors that affect safety performance related to curve elements 

such as curve radius, curve length, degree of curvature, tangent length, to name a few. However, the 

issue with curves is at even a more basic level: the curve locations and the curve attribute databases are 

often unavailable. Thatôs because most GIS street networks do not include clear demarcation of curve 

geometries and curve attributes. Some agencies obtain the roadway curve information based on on-board 

software recorded when driving along the roadway networks. This is mostly either manual work or 

semi-automated process which is very time consuming when considering the large size of the road 

databases. 

  

Existing research: 

There are already some existing tools for curve identification. Many of them can determine the attributes 

of the curves, but they need to manually identify the curves on the network. ñCurve Finderò (Li et al., 

2012) is a tool that can identify curves automatically and generate related attributes. However, this tool 

operates on single centerline roadway database, which makes it unsuitable for other more complex cases 

of GIS street networks. 

  

Research Objective: 

This research develops an automated procedure to identify horizontal curves on GIS street centerlines, 

identifies the curve attributes that are significant to road safety performance, and validate the results by 

applying various validation methods. 



 

56 

 

  

Methodology: 

This study develops an automated procedure that creates a database of roadway horizontal curves based 

on Floridaôs All Roads Basemap (HERE) and it includes the required attributes by Federal Highway 

Administration (FHWA): Identifiers and Linkage Elements, Type, Radius, Length, Transition Type, 

Intersection Angle, and Direction. It includes identification of all curve types including simple curves, 

compound curves, reversed curves, and horizontal angle points. This research improves existing curve 

identification methods as follows: first, the method introduces the concept of ñcurve componentò to 

differentiate the geometric curvature from the roadway database segmentation; second, this  method 

improve the curve identification accuracy by using a variable bearing angle based on roadway speed; 

third, the method applies to both single and dual centerline roadway databases; fourth, the method 

determines the curve transition type such as spiral transition.  

  

Results: 

The results are validated by comparing the curves with the aerial imagery as well as with some existing 

GIS curves that have been previously validated on the ground. The validation sample set is determined 

by selecting a representative sample of the resulting curves using a spatially distributed random sample 

selection method. The result shows that the improved method can accurately identify network curves on 

the Florida statewide street network, which has over 100,000 miles of streets, and it can execute the 

automated procedure in a short amount of time.  

  

Contribution: 

The automated curve identification procedure can develop the much-needed curve databases which are 

essential for transportation safety analysis. The method developed here adds several improvements to 

existing methods, especially the ability to handle dual street centerlines, variable bearing angle and the 

handling of the complexity and large size street networks.  
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Urban simulation models are commonly used to translate behavioral models about household decisions, 

regarding residential location and vehicle ownership, into long-term spatial-temporal patterns of 

homeownership and traveling (e.g. mode share, vehicle miles travelled). However, the formulation and 

estimation of appropriate behavioral models for household residential relocation decisions is tricky. 

Studies show that moving rates are notably different for households depending upon demographics, such 

as age of household head, income, and lifecycle stages (Clark and Huang, 2012; Dieleman, 2000). At the 

same time, moving rates differ markedly by tenure (Raya and Garcia, 2012). Even though residential 

location choice is based on household-level decision-making processes, government intervention on 

housing can also have an impact on the tradeoff that households make on residential relocation. 

Government housing regulations often target low- and middle-income households at particular lifecycle 

stages (e.g. newly married, family with children) and provide subsidies for these households to purchase 

their own units, which are often spatially targeted to new towns. The complexity of the interactions 

between householdsô housing needs and government housing policies make it difficult to translate 

ñrecent-moverò surveys into behavioral models that can simulate the spatio-temporal effects of 

government intervention on long term household location patterns.  

  

Despite the popularity of recent-mover types of surveys, little attention has been given to understand 

how to use the ñrecent-moverò data to generate measures of residential mobility (Bell et al. 2014). The 

key questions to interpreting the data lie in the variety of instruments to collect the data and type of data 

collected (United Nation, 2013). The goal of this study is to highlight the existence of this problem, to 

show how it can influence the construction of land-use-and transportation simulations, and to assist 

researchers in translating ñrecent-moverò surveys into reasonable annual moving and tenure transition 

rates.  

  

ñRecent moverò surveys are hard to translate into moving rates because they generally ask detailed 

questions of sampled households who have moved within the past few years (e.g. within 5 or 10 years of 

a periodic census). There are two major issues that make the interpretation of data challenging. First, 

within the sample, households that were renters might have moved several times during a 5-year or 10-

year window whereas households that were owners are unlikely to have moved even once. Second, 

households can change their tenure and/or living arrangement when moving by, for example switching 

from renter to owner or splitting from a multi-generational household to two households (young couples 

moving away from their parents). Particularly, compared with households that maintain the same tenure, 

households that change tenure may have quite different tradeoffs to make, regarding residence duration 

and housing bundle choices. As a result, simple interpretation of census-based moving rates can yield 

moving and tenure transition rates that are quite biased. This paper accounts for several of these 

complexities while analyzing a recent-mover survey in Singapore. Among the sampled households, 18% 

made at least one move between 2013 and 2015.  A simple interpretation of the data suggests that 6% of 

all households move each year, 51% of movers are renters, and 91% of the renters switch to 

homeownership.  However, a more detailed analysis of the survey using Markov Chain models indicates 

an annual moving rate of 6.6%, a renter proportion of 51%, but a rent-to-owner transition rate of 26%. 

By accounting for family formation issues and first-time purchase behavior, in addition to age effects 
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and tenure changes, we are able to estimate moving transition rates with sufficient detail for use in 

calibrating microsimulation models of housing market behavior.   
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Central theme or hypothesis: 

This study investigates whether neighborhood noise is related to urban development patterns. Noise is 

one of the most frequently complained nuisances and public health hazards in many cities (Adams et al., 

2006). Chronic exposure to noise is known to increase stress levels (Schmidt et al., 2013), and even low-

level background noise can cause annoyance, increase stress levels, and decrease work productivity 

(Baliatsas, et al, 2016). In addition, a large body of literature examines associations between noise and 

metabolic/mental health (Chang et al, 2009). In urban areas, motorized traffic and construction activities 

constitute the largest sources of noise. While noise from traffic sources is often monitored and managed 

by physical intervention, such as noise barrier or vegetation, noise from construction is often regulated 

by noise control bylaws, which typically prohibits construction activities during sleeping hours and 

holidays (Berglund et al, 1999). Although construction activities are occasional across the city, citizens 

may be exposed to such nuisance consistently, especially when the city is growing rapidly. Due to 

planned developments, there could be multiple construction projects developed simultaneously, and 

large construction projects can last over three to five years. Because there is no routine monitoring of 

noise from construction sites, the only way to understand the construction noise is when someone 

submits a formal noise complaint to the city. The linkage between noise complaints and construction-

related noise regulation provides a unique opportunity to explore the relationship between urban 

development patterns and neighborhood noise. Using noise complaints from 3-1-1- call data as a citizen-

sensing platform, we seek to explore how to leverage the crowd-sourced call data to generate useful 
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knowledge about the environmental health impact of urban development patterns in a rapidly growing 

city. 

  

Approach and methodology: 

We first assess the urban development patterns through two sources of data: historic building permits 

data from the City of Vancouver and the major projects inventory (2005 ï 2016) from the BC Provincial 

Government. The major projects inventory includes a listing of private and public sector construction 

projects in B.C. with an estimated capital cost of $20 million or greater within the Vancouver area. To 

understand neighborhood noise, this study takes advantage of a crowd-sourced 3-1-1 call data, a general 

hotline regarding maintenance issues in the city. In the City of Vancouver, the 3-1-1 data has been 

archived from 2009 through 2015, providing enough data points to explore the spatiotemporal 

relationship between urban development patterns and neighborhood noise. Testing the linkage between 

building construction data with crowd-sourced noise data is a novel approach to examine the impact of 

urban developments on acoustical environments.  

  

Findings: 

We obtained the 3-1-1 call data from 2009 to 2015 from Vancouver Open Data Catalogue and geocoded 

the data based on the proximate address information. The historic building permits and major projects 

data from 2005 to 2016 have been collected, and we are also processing the data to quantify urban 

development patterns. The final data linkage between urban development pattern and the noise 

complaint data will be done in the next few weeks, and we will conduct a series of statistical analyses to 

examine the spatiotemporal relationship between urban development patterns and neighborhood noise.  

  

Relevance to planning scholarship, practice, or education 

The study results will help understand whether urban development patterns are related to neighborhood 

noise. Results will inform planning policies and decisions for determining how effective urban noise 

regulations are and where to target more consorted effort to mitigate noise pollution in a rapidly growing 

city. 
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Background: 

We live in an era of real-time information gathering and dissemination. These data might provide a 

substantial amount of information about the usersô interests and sentiments. Sentiment analysis is a way 

to gain insight into social media. The information obtained from analyzing sentiments can be used in 

mining opinions, moods, and attitudes in market intelligence, product comparison, and opinion 

summarization. 

The purpose of this study is to examine methods for utilizing large data from social media sources to 

understand users satisfaction with transportation systems.  

  
Study Design: 

This study uses Twitter data to gain insights on the rider satisfaction of SunRail which is a rail system 

that operates in the Orlando metropolitan area in Florida. User opinions were collected using REST API 

(Application Program Interface) that were programmed to gather all tweets relevant to SunRail. The data 

was cleaned from the irrelevant attributes and a final dataset was prepared for further analysis. The 

Stanford Core NLP (Natural Language Processing) was employed to conduct the sentiment analysis of 

the Twitter feeds. A model was constructed and trained to interpret the rider Twitter feeds based on a 

pre-existing corpus of sentences that are unique to transportation domain and are known to be positive or 

negative.  

  

Results: 

The results are categorized on a 5-point scale: Very Negative to Very Positive and are generated using 

the Stanford Core NLP libraries. Given the magnitude of data available, the results provide viable and 

easy outputs to store and use for further analysis. 

  

Contribution: 

Assessing the transportation usersô perception could provide significant insights that help both 

transportation professionals and policymakers regarding the performance of the transportation system. 

Compared to periodical perception surveys, the use of social media data is inexpensive and relatively 

easy to collect and process due to technological improvements in understanding human language. 
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Find the locally-specific spatial evidence needed for a more efficient allocation of planning resources 

and interventions to increase childrenôs health is still a challenge.  

  

Background: Physical inactivity is a public health epidemic and leading causes of longȤterm chronic 

diseases. U.S. researches on population health and urban planning suggested the presence of 

óneighborhood effectô on health as a result of obesogenic environments. Walking and active 

transportation are the basic steps to conduct an active life style. But, how conducive to active living our 

communities are? Who can be physically active and where? Can spatial epidemiology provide a deeper 

understanding? A CDC-APA grant helped Dane County, WI to respond to those research questions, and 

an interactive AGoL-based tool to assess communities in Dane Co, WI was developed.  

  

Synopsis: The present study will address a peculiarity that characterizes the objective studies of the built 

environments as determinants of health, the level of aggregation. The features of the built and food 

environment related to mobility will be tested aggregated in a novel index designed ad-hoc. The 

geographic scale of this study will be the US Census Block Group, the aggregated geographic scale at 

which the health data was available for the first time.  

  

Objectives: To address children obesity epidemic, as it relates to the built environment they are exposed 

to; to test our novel Active Living index (ALI) as predictor of those health outcomes; to apply 

pioneering spatial epidemiology techniques to predict where and how the mobility elements of the built 

environment can predict variability in the prevalence of childrenôs obesity. 

www.cityofmadison.com/ALI  

  

Method: Using locally specific GIS data, we developed a countywide index -ALI; we measured 

walkability by, street connectivity, variety of destinations, and residential density at ¼ mile or ½ mile 

around each destination. Bikability by BLOS and the presence at 1/2 mile of premium bike facilities. 

Access to Transit, measured as % of jobs at 45 minutes travel time by transit. Prevalence of children 

Obesity at the Block Group level was provided by UW Family Medicine. The correlation between ALI 

and the health outcomes, adjusted for multimorbidity and socioeconomics, was tested in multilevel 

regression analyses. To address the nonȤstationarity of the model that characterizes spatial data, and to 

identify ówhereô the model performs better, a GWR spatial regression analysis was then conducted in 

ArcGIS 10.3 
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Results: In the adjusted model, ALI statically significantly predicts 35.5 % of the variability in the Block 

Group prevalence of children obesity (R2=35.5% Ȥ spatial range R2=13.4 Ȥ 51.5% ), and an average 

1.6% decrease in prevalence of children obesity for every 10 points increase in the ALI score.  

  

Conclusion: active living places correlates with prevalence of obesity with the ALI being a predictor of 

those health outcomes. Spatial analysis is a valuable innovative technique per public health and planning 

research. 
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The papers in this session will explore the new and developing ways in which urban and regional 

economic development actors aim to boost innovative and entrepreneurial activity in concert with 

broaders trends in planning around creative place-making. Instead of engaging in economic 

development primarily as a stand-alone function, strategies and policies are organized around locations 

and their attributes in order to attract innovative businesses and talented people to create contemporary 

industrial areas. 

 

Objectives:  

¶ Contemporary approaches to economic development, place-making, and area revitalization. 

 

 

PRE-ORGANIZED SESSION: URBAN POLICY AFTER THE GREAT RECESSION  

Proposal ID 15: Abstracts 206, 207, 208, 209 

 

KIM, Yunji  [University of Wisconsin-Madison] ykim535@wisc.edu, organizer 

DRUCKER, Joshua [University of Illinois at Chicago] jdruck@uic.edu, proposed discussant 

 

Economic development has been celebrated and critiqued as a driver of urban policy around the world. 

However, fiscal stress at the local level challenges previous theories of urban policy. The growth 

paradigm has been re-emphasized after the Great Recession with cities increasing their use of 

unsustainable business incentives. Meanwhile, increased social needs pressure cities to provide services. 

How are cities responding and what does this mean for the balance in urban strategy between economic 

development and social wellbeing? This panel explores changes in urban policy after the Great 

Recession. The first paper finds local governments are maintaining their social service role but cutting 

investments in infrastructure and planning. The second paper explores changes in citiesô use of business 

incentives, and the third paper shows how different work training programs affect the outcomes of 

business incentives. The last paper broadens our framework by examining how cities in China respond 

to population loss ï a common challenge of deindustrialization in advanced economies. These papers 

outline the limits of local government action in a multilevel context. 

 

Objectives:  

¶ Building a theoretical framework of urban policy under fiscal stress. 

¶ Assessing the impact of structural pressures on urban policy and identifying potential agents for 

pushback. 

¶ Comparing and contrasting the effects of multilevel governance structures on urban policy. 
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Proposal ID 38: Abstracts 361, 362, 363, 419 

 

ANDREASON, Stuart [Federal Reserve Bank of Atlanta] stuart.andreason@atl.frb.org, organizer 

WOLF-POWERS, Laura [Center for Urban Research, City University of New York Graduate Center] 

lwolfpowers@gc.cuny.edu, proposed discussant 

 

This session will explore the role that changing occupational structures and arrangements play in local 

economic development policy and practice. 

 

Objectives:  

¶ Understand how to align local economic development efforts with economic trends 

 

 

PRE-ORGANIZED SESSION: RECENT TRENDS IN THE GEOGRAPHY OF INNOVATION 

AND ENTREPRENEURSHIP 
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This session presents research on emerging spatial patterns in innovation, technology, and 

entrepreneurship-based regional development and discusses the factors driving these emerging trends. 

 

Objectives:  

¶ Emerging patterns of regional development 

¶ Economic development policy 

¶ Entrepreneurship and innovation 

 

 

PRE-ORGANIZED SESSION: THE HIDDEN POLITICS OF ARTS, PLACEMAKING AND 

PRESERVATION 
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An ensemble of economic players participates in the cultural life of the contemporary city. Some 

champion the ñcreative cityò approach, seeking economic growth and vitality through investments in 

placemaking, cultural districts, and arts economic development. Others toil at the margins of the creative 

economy, working as artists attempting to thrive among conditions of economic uncertainty. This 

session explores plans, places and people affected by investments in arts, culture and heritage. The 

papers grapple with these issues at variety of scales, from individual artists embedded in geographic 

communities, to neighborhoods and districts combining historic preservation with placemaking 

strategies, to public sector entities struggling to come to terms with arts based development schemes. It 

mines the politics of collaboration and partnership, asking how different interests are served when 

culture becomes a tool for economic development. 
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Objectives:  

¶ Develop a more in-depth understanding of the challenges and tensions surrounding creative city 

and creative placemaking tools and strategies 

¶ Examines the politics of collaboration and partnership, asking how different interests are served 

when culture becomes a tool for economic development. 

 

 

USING NETWORK ANALYS IS TO OPERATIONALIZE , MEASURE, ANALYZE, AND 

DESCRIBE THE INNOVAT IVE AND DYNAMIC CAPA CITY OF LOCAL/REGION AL 

MILIEU: RESULTS FROM  PITTSBURGH 
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New dynamic city or regional economic environments are characterized by strong relational contexts. 

These are related to specific economic development efforts and the ability of areas to develop and 

sustain conditions present in dynamic places. These conditions include the existence of productive 

supportive local milieus involved in production, organizational and support networks and their intra and 

inter-network linkages as these relate to a specific industry as well as cooperative strong relations 

between companies of specific industries, companies and their specific milieu, and their milieu 

organizations.  

 

Research suggests, that it is the strength, the cohesion of network relationships, and the embeddedness 

of all the actors that may be the new predictors of and/or measures of success as these exist in the 

economically dynamic and innovative environments. The question then becomes how do we 

operationalize this relational environment? What are the specific relations, and what are the variables 

that we can use to measure the strength and cohesion of relations of a specific area as this relates to a 

specific industry or economic development effort? What do these variables mean in the context of the 

relational and dynamic character of regions? What do measures of these variables mean as connected to 

assessment of the economic dynamism of local/regional environments? 

 

This paper, reports on the use of network analysis to operationalize and measure the dynamism of the 

Pittsburgh economic region as connected with the regionôs ability to develop, sustain, and expand its 

software industry. 

  

Secondary research, informant interviews, and survey research of 165 software companies and related 

organizations were used to collect the data and to develop analytical constructs, while the main method 

of data analysis was network analysis, supplemented with qualitative and descriptive analysis of the 

local environment. The use and application of network analysis allowed this study to incorporate two 

general orientations into the analysis of the relational networks. The first deals with the overall strength 

and compactness of relations through measures of cohesion as represented via network density, 

centralization, and measures of network reachability, centrality, and distance. The second orientation of 

the analysis focuses on the networks at the micro-level. This includes measurement of pertinence to the 

network actorsô centrality, identification of cliques or subgroups within the networks, and measurement 

of their density.  
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This work operationalizes, identifies, measures, and analyzes the relational context of a specific industry 

in the context of its local or regional milieu. If the relational context is important as the literature on 

innovative dynamic environments suggests, then finding a way to measure, assess, and analyze the 

offers the possibility for more focused economic development efforts, new way to approach and teach 

economic development planning, and new areas of research that will lead to validation of the studyôs 

variables, the development of measures to study and examine local/regional dynamism.   

  

The study documents the existence of a regional milieu that contains many elements and conditions 

present in dynamic regions. The analysis though, showed that the relational context of the elements that 

constitute the milieu of the software industry were not functionally integrated and that the region lacked 

the dense and cohesive relational contexts asserted to exist in dynamic environments.  
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This study aims to examine the socio-economic dimensions of alternative credit, particularly looking at 

ethnic-based credit networks and how they reshape residential landscapes in U.S. cities. Many new 

immigrants in the U.S. experience limited access to institutional credit because they do not have credit 

history, which can constrain their housing and neighborhood choices. The competitive and regulatory 

environment for the financial sector further restricts new immigrantsô access to credit. As an alternative, 

ethnic credit networks increasingly offer those immigrants an opportunity to access credit in the U.S. 

 

For example, the US has seen a growth of ethnic banks (e.g., Chinese and Korean banks) in the past few 

decades (Zonta, 2012; 2015). While African American-owned banks primarily aimed to serve redlined 

communities, these Asian ethnic banks have expanded their distinct roles in banking and finance by 

mobilizing capital (Dymski and Li, 2004; Li et al., 2001). In contrast to these banking institutions, there 

are newer non-bank ethnic credit institutions that help immigrants not reached in the competitive and 
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regulatory environment. This study illuminates the socio-economic dimensions of such non-bank credit 

by examining key features of the Corporate Sponsored Program (CSP) from the Hyundai/Kia Motor 

Company. 

 

The CSP provides auto loans with low interest rates for Korean immigrants without any U.S. credit 

history, as long as they secure sureties who live in Korea. By increasing mobility, Korean immigrants 

may improve job opportunities while keeping their housing affordable. This project focuses on 

investigating how the CSP created job and housing opportunities and investigating its distinct spatial 

consequences. The study consists of interviews with key stakeholders who can relay their knowledge or 

experiences with the CSP. Key stakeholders include CSP staff, borrowers, and Hyundai/Kia 

salespersons that are located within the intersection of lenders and borrowers. 

  

This study is important for several reasons. First, ethnic capital is oftentimes framed as informal capital 

and/or a small banking industry niche to support new immigrants. This is the first corporate, non-bank 

program we know of that offers assistance for immigrants in the US through financial globalization. By 

examining its distinct characteristics, this study sheds new light on the evolving nature of non-bank 

financial institutions and instruments that have emerged. Second, this study focuses on investigating 

how alternative credit has altered the relationship between financial exclusion (e.g., limited credit) and 

social exclusion (e.g., constrained housing and job opportunities) for new immigrants. By doing so, this 

study explicates the distinct mechanics of how market and social efficiency can have fundamentally 

changed within the emergence of non-traditional, alternative credit. 
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Streetcars once dominated the landscape of American transportation before giving way to the bus in the 

mid 1900ôs. Only a few systems remained after this, providing a sense of nostalgia to days past. 

Recently, this mode of transportation has experienced a re-birth with twelve systems being constructed 

since 2000, and many more currently under construction or in the planning phase. The Portland Streetcar 

system, which opened in 2001, is perhaps the most successful modern system in operation. This system 

regularly achieves higher ridership than many bus routes while its corridor has experienced billions of 

dollars in investment. Many cities which try to justify investment in a streetcar system point to Portland 

as an example of what such a system can accomplish. This has helped spark the resurgence in streetcar 

development that we see today.   

 Most cities pursuing streetcars are doing so for their purported development effects.  This is 

troublesome as there is little evidence on these effects due to a lack of empirical research on the matter. 

Most work simply presents descriptive development outcomes within streetcar corridors as a measure of 

the development effects of the streetcar. Alternate factors which may have influenced such development 

are not considered, placing into question the validity of such measures. The authors address this 

weakness by employing a multivariate analysis which accounts for such factors and produces a 

representative measure of the development impacts of streetcar systems.   

 This study examines the development effects in a set of 4 U.S. cities that implemented streetcar 

transit between 2000 and 2010. Cities which met this criterion, and are the focus of this study, are 

Portland, OR; Seattle, WA; Little Rock, AR; and Tampa Bay, FL. Historic construction permits and 

assessed parcel data was acquired from various departments within each city. Development patterns, in 

terms of new construction, were analyzed post announcement of streetcar construction. The square 

footage, valuation, and number of residential units produced as a result of new construction was 

tabulated for areas within ¼ mile of streetcar corridors. A control group was developed via a matching 

technique which consists of census block groups not serviced by streetcars but with similar growth 

potential at pre-streetcar conditions. Development outcomes (sq. ft., valuation, and new residential units) 

between streetcar corridors and the control group, downtown area, and city as a whole, were compared. 

This comparison helps account for development which was likely to occur regardless of the presence of 

the streetcar system. The resulting measures produce an improved measure of development activity 

which can be attributed to streetcar investment. The development effects of streetcar service were 

further explored through the analysis of historic assessed parcel data via a hedonic regression model. 

Appraised property values were collected and analyzed seven years after the opening of each streetcar 

system. This model allowed the estimated influence which streetcar proximity has on property values to 

be captured while controlling for key spatial, demographic, structural, and socioeconomic factors. 

 Results present an improved measure of the economic development impact of streetcar service 

for each of the areas of focus. Success, in terms of attracting development along streetcar corridors, is 

observed to vary across cases. Results of the hedonic analysis present the same level of variation 

regarding the value which properties assign to streetcar proximity. This challenges the many claims 

which present streetcar investment as an effective stimulant to economic development.  Findings from 

this study are significant as they produce a careful examination of development effects which can be 

more confidently attributed to streetcars, as opposed to other factors. Such information can be of 

assistance to cities which are considering investing in a streetcar system due to their perceived 

development effects.    
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Austerity since the Great Recession requires attention to both empirical realities and the theoretical 

frameworks with which we understand urban policy. Fiscal federalism argues for a decentralized system 

where local governments provide most services to achieve efficiency and promote growth. This view 

argues that the local government is a developmental state (Peterson 1981) that is complemented by the 

redistributive role of state governments. Austerity urbanism theories offer a more critical view of the 

developmental state and argue the emphasis on economic development leads cities to ignore community 

needs and equity concerns, especially in the context of state austerity policies (Peck 2014). However, the 

context of federalism has changed with decentralization and state governments not only pushing down 

fiscal stress to the local level, but also mandating redistributive services by local government. Recent 

empirical analysis finds these devolution pressures for redistribution at the local level may be crowding 

out developmental expenditures (Xu and Warner 2016). Does the assumption of local government as the 

developmental state still hold after the Great Recession?  What role does state government play in local 

fiscal stress? Are local governments pursuing austerity or development, or are they attempting to also 

maintain redistributive services? 

 

We use survey data of all local governments (cities, counties, towns, and villages) in New York State to 

examine changes in local government services under fiscal stress. We find that local governments are 

not cutting redistributive services as austerity urbanism theories predict. Instead, local governments are 

making the deepest cuts in allocative and developmental services, such as roads, planning, and 

infrastructure. We find state policies, such as cuts in state aid, limiting local property taxes, and 

mandating local services, are the main drivers of local fiscal stress. 

 

We find local governments in New York State are responding to community needs and holding on to 

their redistributive role, which suggests the possibility of local governments leading the pushback 

against austerity pressures. National research has found local governments are pragmatic actors that 

balance fiscal needs and community needs (Kim and Warner 2016), but this strategy may not be 

sustainable. Cuts in infrastructure and long term planning signal the erosion of a developmental role. 

These services form the basis for economic development and the urgency of redistributive services may 

be crowding out future potential for economic growth. 
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Theories of city behavior need to be updated to recognize the unique position that local governments 

occupy in a multilevel governance system. Urban scholars and policymakers should pay more attention 

to state policies that download stress to local governments and act as barriers to local resilience. 
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In the wake of the great recession, state and local governments are continuing to face tight budgets, 

often due to recession-era policy decisions that reduced available revenues through costly tax cuts or tax 

incentives. These fiscal constraints have heightened the age-old budgetary trade-offs between long-term 

investments in education and short-term investments in economic development, a tension that many 

scholars from Mollenkopf to Markusen have noted as privileging often short-cited economic 

development effortsðespecially business incentivesðover more strategic investments in basic 

education and job training. Yet, there is increasing evidence that incentive-granting is becoming more 

precise, accountable, and strategic in ways that allow local governments to pursue traditional business 

incentives alongsideðand without sacrificingðefforts to improve the educational and skill attainment 

levels of its workers.  

 

One approach that is gaining widespread support is tighter coupling of incentive granting and workforce 

development, with the recognition this combination can benefit workers that receive those investments 

in training, even if they move on to other jobs. As Tim Bartik and others have noted, incentives in the 

form of workforce training have greater community staying power through an increase in workforce 

skill.  

 

But what is the best approach for linking incentive granting and workforce development? Research 

suggests this coupling can take different shapes. One approach highlighted in Osterman and Batt, Bartik, 

and others is the creation of a customized training program, whereby an individual firm receive grant 

awards designed to cover the costs of training services tailored to the specific needs of that company and 

provided by a community college or other training institution. In contrast to training customized and 

delivered to a single specific firm,   a second approach involves investing in workforce training 
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programs that benefit all the firms in an entire, pre-identified industry sector. In turn, these sector-wide 

programs  can become part of the institutional assets that enable state and local practitioners attract and 

retain incentive-seeking firms. While the former may provide long-term benefits for individual workers 

that are trained as a result of these customized funds, the latter has the potential to extend those benefits 

throughout the wider economy as use of those sector institutions is not just limited to firms or workers 

involved in an incentivized deal. In fact, studies of sector-specific workforce institutions have noted the 

multiple touchpoints of sector-specific institutionsðtheir use by a range of job seekers, by firms in 

related industries and even by home-grown establishments looking to expand or fill job openings.  

 

This paper uses a mixed methods approach and a unique dataset to explore the ways in which these two 

different approaches to workforce development influence the effectiveness of North Carolinaôs state-

level business incentives programs. This dataset includes all of the state governmentôs incentive deals 

from 2002 to 2013 and was constructed using government reports, publicly available data sources like 

the BLS and BEA, and a review of news articles. Additionally, the key indicators around workforce 

development were developed and configured using semi-structured interviews and program document 

reviews. These qualitative methods are also used to identify anomalous cases, which are then explored 

to maximize the validity of our final results. 

 

Resolving the policy question of how to most effectively integrate workforce development and 

traditional incentives can provide an important roadmap to elected officials with limited budgets as they 

balance their educational and economic development budgets and improve the effectiveness of their job 

creation efforts. Preliminary findings suggest that both approaches increase the impact of the incentive 

when compared to those projects that did not involve workforce development interventions. 
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Shrinking cities have become one of the most critical challenges for urban societies. Despite being 

extensively studied in Western countries, this issue has not been addressed in the developing world, 

especially in those with rapid urbanization, e.g. China. The ñdevelopingò and ñrapid growthò tags often 

hide the uneven developing procedures and the parallel urban shrinkage problems in China. In fact, 

Chinaôs urban development is primarily state-led at different levels, in which local government has 

played a critical role and been largely influenced by its multilevel structure and state rescaling process. 

Led by a powerful central state, the rescaling process in China is actively affects urban policies in a 

spatial uneven fashion. By repositioning cities and reconfiguring the function of different subnational 

governments, this process through fiscal decentralization, dual-land ownership system, and special 

economic zone designation etc., has fundamentally shaped local fiscal policies and land governance 

practices, which has resulted in divergent local development trajectories. However, empirical work on 

urban development in a multilevel system is rare, mainly due to the challenge to quantify the state 

rescaling process, and the inadequacy of modeling techniques to capture the spatial diversity of local 

responses to rescaling. 

  

This research quantitatively measures urban shrinkage and examines how local urban development is 

affected by a multilevel governance system through state rescaling spatially and temporally. The data 

include the most recent city statistical Yearbook data from 2006-2014, remote sensing data and land 

transaction data from China Land Transaction Website for all cities. For the dependent variable of urban 

development, I develop a comprehensive metric of demographic, economic, social and geospatial 

dimensions to measure both the dimensional coordinated level and the general development level of 

urbanization for all cities in China. This will descriptively identify shrinking localities. Next, the key 

independent variable, state rescaling, mainly focuses on two interdependent urban policy arenas: fiscal 

policies and land governance policies, to capture the land-based finance urban development model in 

China. The fiscal side of state rescaling includes state action - decentralization of expenditures, general 

state aid, aid for urban construction and maintenance, and other fiscal related variables. Land 

governance measures local action - the amount of land transactions, land conveyance fees, special 

economic zone designations, and new district built-up etc. These measures capture local responses in 

planning land resources under state rescaling. Pressures or restrictions from state rescaling are also 

identified, such as state spatial regulation of local land use, and fiscal stress due to rising local 

expenditure responsibility. All these capture the spatial selectivity of the state as it rescales its resources 

and functions to either promote or limit local government policy actions. 

  

The typology of urban shrinkage can be analyzed to identify problematic regions and regional problems. 

Spatial pattern of shrinking clusters and ñprey-predatorò relations are examined via local spatial 

autocorrelation (LISA) analysis. Spatial regression models further show these neighboring effects 

statistically. Moreover, the most important methodological contribution of this study is to employ 

Geographical and Temporal Weighted Regression (GTWR) techniques to model how local urban fiscal 

and land policies respond to state rescaling across space and time. This modeling technique will solve 

the empirical inadequacies in modeling state rescaling and its spatiotemporal varied impacts on local 

urban development. By allowing multilevel mechanisms to vary across space and time, the model result 

generates not only context-specific explanations of urban development but also multilevel planning 

strategies to shrinking. Thus, it gives implications to urban policy to respond to economic stress with a 

more balanced and sustainable multilevel urban/regional development model. 
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Previous studies of the use of economic development incentives have focused on their effectiveness 

(Peters & Fisher, 2004) or their adoption (Reese & Rosenfeld, 2001). But most of these studies have not 

addressed the dynamic interaction between such policies and the changing fiscal and economic 

structures that are likely to shape how cities think about and approach development over time. We use a 

case study approach to analyze economic development policy changes before and after the 2007-09 

Recession, looking in depth at eight U.S. cities that experienced a wide range of economic and fiscal 

changes as a result of the crisis. By focusing on how fiscal and economic changes affected the 

orientation of development policy within a city over time, we are able to overcome some of the 

significant challenges of drawing conclusions from comparative studies of incentive use between cities.  

  

The shift to more entrepreneurial strategies for promoting local economic growth has been well-

documented, as cities respond to changing economic imperatives and new dynamics of urban growth 

(Clarke and Gaile 1998).  The impact of fiscal stress on urban policy has been less studied (for an 

exception see Warner and Zheng 2013). While there has been documentation of retrenchment (Donald et 

al 2014) and decreased fiscal autonomy (Hinkley 2015), there has been less research on how the 

recession affected specific types of city spending varied from place to place. The complex interplay of 

state and city finances in shaping a cityôs fiscal autonomy interacts with significant variation in how 

state and local governments divide responsibility for economic development. These city-state dynamics 

complicate efforts to generalize across state lines about the relationship between local fiscal stress and 

development policy. 

  

The effect of the recession was not uniform across cities ï some experienced significant fiscal stress 

even though their economies recovered relatively well; others experienced sustained loss of economic 

activity but relatively little impact on their fiscal capacity. What can we learn from the difference in how 

officials in those different city types adjusted their approach to economic development during the 

recession? How do officials frame their responsiveness to both increased fiscal scarcity and demand for 

accelerating economic activity? 
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This paper makes three important contributions to the economic development literature: (1) It 

determines how responsive the use of business incentives is to changes in both economic and fiscal 

context; (2) It places incentives in the context of overall economic development and austerity policies; 

(3) It provides an expanded typology of economic development regimes, based on a set of indicators 

measuring subsidy use, fiscal autonomy, and economic resilience.          
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The density of urban areas is what makes them productive, but it is also what makes them particularly 

vulnerable in the face of natural disasters.  This is all the more true as the threat of, and damage from, 

natural disasters becomes more severe, especially for coastal cities like New York.  In this paper, we 

consider small businesses, a critical part of the urban economy, and the nature of their risk, in the 

context of Hurricane Sandy.  Specifically, what share of businesses, and the economic activity that they 

represent, is vulnerable to extreme flooding?  What are the characteristics of the businesses, and the 

nature of their economic activity, in the areas of highest estimated risk, compared to those in areas of 

lower risk?  And did Hurricane Sandy affect the economic activity of these businesses?  

  

To answer these questions, we rely on a combination of several rich micro-datasets on business activity, 

employment, and property characteristics in New York City.  We currently have data for five to ten 

years leading up to the storm and, in some cases, several years following the storm.  We overlay these 

data with spatial information on locally determined evacuation zones to capture pre-storm risk 

estimations, and then inundation zones that show us exactly where, and to what height, the floodwaters 

surged.  We analyze businesses before Hurricane Sandy and employment, both before and immediately 

following Sandy, across these zones in order to understand the pre-storm vulnerability of small 

businesses and the very immediate repercussions from Hurricane Sandy.   
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We find that before Sandy, more than 25,000 establishments were located in the highest risk evacuation 

zones and, of those, nearly half were providing critical services, like grocery and drug stores. In 

addition, a majority of buildings in the higher risk areas are of lower-scale construction, implying that 

most businesses were likely located on floors closer to ground level.  Moreover, the buildings were 

mostly built prior to any resilient building code standards.  As for impacts, we find that they differed 

depending on the nature of the business.  While overall employment did not exhibit any significant 

declines after Sandy, the retail sector did suffer.  And the losses were most acute in areas that 

experienced surge levels of three feet or more ï places where flooding severely disrupted business 

operations. Looking at data from two years after the storm, we find a 40 percent reduction in retail 

employment (an average decline of about 8.5 jobs) for the typical neighborhood in these high-surge 

areas.  We do not yet know whether these job losses were driven by business closures or contractions; 

but, it is likely that they were accompanied by interruptions in community services and in earnings for 

those formerly employed at the damaged establishments. 

  

Our findings so far offer two important lessons for urban planning and policy.  First, there are 

implications for the cityôs management of risk.  The fact that there were significant job losses in areas 

designated for evacuation suggests that the actual evacuation response and storm preparation were 

inadequate in terms of achieving resiliency.  Second, communities within the same municipality can 

suffer very different costs from natural disasters.  These findings therefore indicate a need for 

neighborhood-based planning and localized responses in the face of extreme events.    
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Abstract 

College graduate youths are regarded as the most economically productive and future-oriented 

population group and the key factor that underpins the sustainable regional development process. Thus, 

a substantial body of research focused on factors that increase a citiesô appeal to college graduate 

youths. The total number of jobs was identified widely as a factor that influences migratory decisions 

(Choi and Lim 2015); however, only a few migration studies on the quality of jobs in the local labor 

market. Green (2010) argues that the quality of jobs and the job-related well-being of individuals are 

significant predictors of labor mobility. 

  

This study empirically examines the role of the quality of jobs at a local labor market on the 

interregional migration of college graduate youth in Korea. The main objective of this study is two-fold: 

(1) to define the concept of a ñgood jobò with objective and subjective criteria while answering the 

question, ñwhich factors determine the quality of jobs?ò; (2) to empirically investigate the effect of good 

jobs on the migration inflows and outflows between the local labor market areas in Korea. The 

hypotheses are as follows. 

  

Hypothesis 1: A large number of ñgood jobsò results in increased regional migration inflows and low 

regional migration outflows. 

Hypothesis 2: A large share of ñgood jobsò results in increased regional migration inflows and low 

regional migration outflows. 

  

To assess the hypothesis, we use individual-level data from the Graduates Occupational Mobility Survey 

conducted by the Korea Employment Information Service. In addition, our explanatory variables, 

including the amount and the proportion of good jobs, and various control variables, are set at the 

regional level. To this effect, we construct a nested data structure, wherein individuals are nested within 

a region. Finally, we adopt a hierarchical cross-classified linear model as a basic modeling framework. 

This model allows us to analyze the effects of individual and regional characteristics on interregional 

migration within a single model and estimate the push and pull effects from the origin and destination 

regions, respectively (Goldstein 2011). Our spatial unit of analysis includes 137 local labor market 

areas, as defined by the Korea Labor Institute. 

  

The empirical results support our expectation that individual and regional characteristics would 

significantly affect the likelihood of interregional migration. Furthermore, the effects of the origin (push 

effect) and destination regions (pull effect) on the migration of individuals are statistically significant. In 

accordance with Hypothesis 1, the number of good jobs does not have statistical significance in 

explaining the migration behavior of college graduate youths. By contrast, regions that possess a large 

share of good jobs secure increased migration inflows and low migration outflows of college graduate 

youths. Thus, Hypothesis 2 is supported. 

  

Labor mobility is directly related to multiple planning issues (Vitiello 2009), such as shrinking cities, 

interregional disparity, public housing, and economic resilience. Thus, challenges in ñgood jobò creation 

are particularly pronounced in regions that are struggling to cope with planning issues. Moreover, from a 

planning perspective, Markusen (2004) argues that economic and community development planners 

should target particular jobs as well as industries when shaping economic development strategies. In this 

context, this study represents an additional step in framing policy discussions and identifying ways of 

thinking relative to regional economic development. 

  

Individuals as worker and entrepreneurs matter to local economy, and their success is bolstered by 

judicious planning and policy (Markusen 2004). Particularly in Korea, it has long been recognized that 
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highly-educated individuals are the main engine of economic growth and development (Choi and Lim 

2015). Thus, policy makers should emphasize on effective arrangements to improve the qualitative 

aspect of jobs as well as the total amount of positions at the local labor market. Moreover, formulating a 

policy framework that appraises the quality of each job and realizes the occupation preference of college 

graduate youths is important to reduce labor underutilization and attract potential migrants. 
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Dense commercial districts near transit play a key role in the attainment of walkability and livability 

goals, thereby reducing greenhouse gas emissions. Although the increased pedestrian traffic generated 

by transit riders should lead to significant economic benefits for local businesses, rising land values near 

transit could drive out locally serving or ethnic enterprises, resulting in an increase in boutique retail 

stores that fail to serve the budgets and cultural preferences of long-term residents. Likewise, economic 

development could have significant consequences on pedestrian and cyclist safety, as gentrifying 

commercial districts may attract automobiles, which are heavily utilized for shopping trips. Drawing 

from our compiled neighborhood- and parcel-level databases of gentrification, rail transit ridership, and 

crashes in Los Angeles and the San Francisco Bay Area, this research explores the relationship between 

commercial transition and pedestrian/cyclist safety in transit neighborhoods. Using multivariate 

regression, we show that gentrification is related to higher accident rates, controlling for other factors. 

Case studies suggest a transformation in how locals shop for goods in these areas, altering travel patterns 

and creating new conflicts. This analysis will aid policy makers, transportation planners and urban 

designers to promote design and policy interventions to address the negative effects of commercial 

gentrification in transit neighborhoods. 
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After the Korean War, Koreaôs rapid economic growth brought an increase in the number of vehicles. In 

order to address the consequentially worsening traffic problems, Seoul Metropolitan Government 

constructed excessively many elevated freeways in 1960-1970s. These transportation infrastructure, 

however, have generated visual nuisance and attracted misdemeanors and crimes, as the spaces under 

the freeways were not properly maintained. From 2000, with the paradigm shift in urban design and the 

increasing recognition on the importance of pedestrian-friendly environment, the city government began 

to demolish the elevated freeways, totaling 18 of those by 2015.   

 

The Yaksu elevated freeway, the subject of this study, was one of such infrastructure built in December 

1984, and torn down in September 2014, after twenty years of use. Before the demolition, the Yaksu 

area was not considered as attractive because Yaksu elevated freeway cast constant noise and shade, as 

well as its deteriorating condition posed safety concern. With the removal of the freeway, however, the 

area has begun to change. The neighborhood environment was improved and the real estate value has 

increased, in both residential and commercial property market.   

 

While the demolition of elevated roads has been of interest in existent studies, the focus has been mainly 

on making a utilization plan for the spaces under the elevated roads, or investigating the improvement in 

traffic conditions. Some research has examined the effects of its transformation to an urban amenity, 

such as a restored creek and linear park on real estate market values. Research has not been conducted to 

assess the effect of its removal on the retail business operation.  
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In this research, we quantitatively investigate how the removal of the Yaksu elevated freeway has 

influenced on retail business operations, i.e. the survival of retail establishments, in the vicinity, using a 

discrete-time survival model within a regression discontinuity. The low survival rates indicate that retail 

businesses are more vulnerable to business closure after they undergoes the removal of the freeway; 

while, on the contrary, high survival rates of retail markets indicate that each market could remain as 

relatively stable. 

 

By combining these two approaches ï 1) discrete time survival model and 2) a regression discontinuity 

model, we can infer unbiased estimates of the impact of the freeway removal on viability and 

vulnerability of retail establishments ï from 2012 to 2016. The main dataset in our study is the 

construction permit records from the Ministry of Government Administration and Home Affairs in 

Korea. We also consider other factors that might influence the retail market together ï not only 

individual market characteristics, but also locational, and demographic characteristics of neighboring 

areas.  

 

In South Korea, approximately 80 elevated roads have remained from the former use now. This research 

will have many opportunities to be used for those, and be of value for urban planners to construct and 

design better urban environments.  
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This paper engages contemporary concerns that economic development planning scholarship has 

become marginalized within the larger planning discipline.  Possible symptoms of this malaise include a 

reduction in conference papers in the ACSP economic development track, fewer planning dissertations 

on economic development, and weak integration of economic development theories into contemporary 

planning theory.   
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One might downplay this apparent retreat: most planning specializations experience cyclical ebbs and 

flows. Climate change, (autonomous) transportation planning, gentrification and water resources might 

dominate contemporary discussions, but economic developmentôs current lull is temporary and will soon 

rebound.  This paper explores why this marginalization might be structural and long-term, requiring a 

coordinated effort of renewal.   

 

I examine seven rival explanations: 

  

1.  Economic development was not part of the original Progressive Era formulation of modern city 

planning, but rather was inserted (somewhat awkwardly) into mid-century planning scholarship during a 

brief period of rapid expansion and annexation of allied topics.  But planning bit off more than it could 

chew, diluting its core mission and professional competencies, leading Aaron Wildavsky (1973) to 

lament that ñif planning is everything, maybe itôs nothing.ò  The contemporary retreat of economic 

development planning is thus a needed correction to planningôs late 20th century overreach, restoring the 

original coherence to the fieldôs physical focus on the built environment, land use, housing and 

infrastructure. 

  

2.  20th century economic development planning arose in response to two historically specific crises:  the 

Great Depression and the 1960s Urban Crisis.  In this urban triumphalist era of innovation districts, 

smart cities, and postindustrial gentrification, the urban crisis is long over.  Economic development 

planning has not been able to adequately transcend its rootedness in these former crises and reinvent 

itself, so it has become reactive and fallen behind.  Yes, the contemporary high-tech city is a fascinating 

and dynamic stage, but we largely document it, not plan it.  And our awestruck stance towards this 

ñback to the city" era hinders rather than helps a critical discussion of urban economics. 

  

3.  Late 20th century ED planning concepts were rooted in industrial-era concepts of labor relations and 

capital accumulation.  In this post-Marxist era, progressive economic development planners have not 

found a viable, compelling theoretical replacement, so we just flounder and rail against neoliberalism, 

platform capitalism, and the loss of a social democratic social contract (and sometimes embrace the 

complex trivialities of actor-network theory).  Our antiquated models canôt keep up with the creative 

new urban economic activities generated by late-modern capitalism. 

  

4.  The ostensible marginalization of ED planning is a misdiagnosis.  We research an economic 

landscape more complex and interesting than 20-30 years ago: the "gig" economy; the transformation of 

work; new forms of globalization; housing financialization; privatization; reurbanization of R&D; 

commercialized social media; new forms of gentrification; arts-led development; the maker culture; 

sustainable development.  What is lacking is a visible, coherent, integrated research profile.  The field 

faces two options:  either be reassured that economic development planning is a vibrant albeit 

decentralized, loose affiliation of ideas; or make a concerted effort to coalesce around several core ideas. 

  

5.  Urban planning has understandably expanded its attentions from economic development to 

sustainability and social justice.  And economic development has not sufficiently demonstrated how it 

adds to these two fundamental priorities and is (unfairly?) viewed as hostile to both. 

  

6.  Economic developmentôs marginalization is the direct consequence of state contraction. We follow 

the money, and there is reduced support for this kind of work.  We were spooked by neoliberalism. 
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7.  It is not external forces, but internal academic politics (within departments, journals and conferences) 

that marginalized ED.  We got distracted by the not very important topics, made poor research choices, 

lost sight of the bigger picture, and failed to fully connect ED to the grand planning issues. 

  

I conclude by proposing several steps to reassert the centrality of economic development within urban 

planning as a whole (including links to sustainability, placemaking and transportation). 
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This analysis follows research published in 2015 by the Federal Reserve Banks of Philadelphia, 

Cleveland, and Atlanta on ñopportunity occupations,ò which are defined as occupations that pay at least 

the national annual median wage, adjusted for differences in local consumption prices, and that are 

generally considered accessible to a worker without a four-year college degree (Wardrip et al., 2015). 

Among the primary findings in the original research is that, in online job advertisements, employers 

often express a preference for a college-educated candidate even for occupations that have not 

traditionally required one. Further, the authors find that even for the same occupation, employersô 

educational expectations can be much higher in some metropolitan (metro) areas than in others. 

 

In this paper, we focus on four middle-skills occupations and investigate whether the observed 

variation can be fully explained by the characteristics of the jobs themselves. Even after controlling for 

the characteristics of the online job advertisements, we find that that employersô preferences for a 

bachelorôs degree are higher where recent college graduates are relatively more numerous, where wages 

are higher, in larger metro areas, and in the Northeast.  
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Technical skills are critical for manufacturing firms to maintain and upgrade their position in global 

trade and yet numerous studies show smaller firms are less likely to train and retain skilled labor than 

their larger-sized counterparts. This paper helps identify skill interdependencies between large and small 

firms across the automotive value chain in a single automotive cluster. 

  

In the global automotive industry, the rise of the multinational supplier and the co-location of 

multinational suppliers with lead manufacturing firms limit local firmsô opportunities for learning 

through direct relationships with lead firms. This paper identifies and investigates supply chain segments 

operating under increasing constraint, and compares firmsô human resource responses, in order to 

identify areas of labor market interdependence, or complementarities in skill demand, where integrated 

workforce development systems support firms along an entire production chain. 

  

A quantitative analysis of skill demand, based on the clusterôs export, market and product orientation, as 

well as staffing patterns, organizes sets of firms for further study. Qualitative analysis demonstrates 

differentiated human resource responses by firms under similar constraints. Initial research suggests that 

economic development practitioners can help smaller firms leverage public policy interventions 

introduced by larger firms in order to cross-train and diversify their workforce, and can engage multi-

national enterprises to advance public policy solutions that aid local firms. These findings may help 

reduce the training gap between large- and small-sized firms to address some of the underlying sources 

of labor market inequity.  
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The prevalence of ethnic niches in organizing immigrantsô employment is a salient feature of urban 

labor markets. While previous studies have documented the importance and characteristics of 

occupational concentration of immigrants in different cities, we know little about the degree and 

variation of such concentration dynamics across cities, their changes over time, and the associated 

shaping factors.  

 

Using U.S. Census Data, we trace the occupational niches occupied by low-skilled immigrants from 

1990 to 2010 to account for changes over time and document the relative (in)consistency of such 

concentrations to see whether low-skilled immigrants expanded into a greater number of occupations. 

We also performed such analysis for Asian and Latino immigrants separately to examine their respective 

niches. We then adopt Herfindahl-Hirschman index (HHI) to numerically represent the relative 

concentration of immigrants across occupations for the two decades nationally as well as for the top 100 

MSAs (by immigrant population in 1990). Lastly we explore what metropolitan contexts help explain 

the variation in HHI across MSAs for 2000, 2010 respectively using lagged variables. We test whether 

metropolitan areas with larger immigrant population and more diverse economic structure would enable 

low-skilled immigrants to penetrate into greater range of occupations and foster their occupational 

mobility.  

 

This research will highlight the occupational structure and its change over time of low-skilled 

immigrants in various metropolitan areas and shed light on what metropolitan contexts explain their 

variations. Results have important implications for workforce and economic development planning that 

match immigrants to jobs with their skills.  
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Planners and environmental advocates often argue in favor of compact growth and the consolidation of 

commercial activity into well-defined centers as a method to curb traffic and improve air 

quality.  However, recent scholarship has shown that sprawling land-use patterns are also linked to 

lower levels of economic mobility (Chetty, Hendren, Kline, & Saez, 2014; Ewing, Hamidi, Grace, & 

Wei, 2016).  This work has reignited debates over spatial mismatch and how specifically ñgeography 

mattersò in determining economic opportunity. This paper contributes to this emerging field by 

providing a national reassessment of the spatial mismatch hypothesis.  Specifically, we analyze the 

degree of labor market integration between metropolitan employment centers (ECs) and distressed 

inner-city neighborhoods using new data available from the Local Origin Destination Employment 

Statistics (LODES) program.  We define employment centers using McMillen (2003)ôs method of 

subcenter identification based on local peaks in employment density the census tract level.  We then 

define inner-city residential locations as all economically distressed census tracts located within the 

main principal city of each metropolitan area {Porter, 1997}. We then measure the labor flows between 

inner-city tracts and each defined employment center by type (i.e. suburban, urban and CBD).  We find 

that while the centers accounted for less than a fifth of the total employment in the United States, they 

grew twice as fast between 2004 and 2014 as deconcentrated employment, an indication that job sprawl 

may be slowing nationally.  Furthermore, non-Central Business District employment centers in the 

urban areas grew at a faster rate than suburban employment centers even though they had roughly the 

same number of jobs in 2004. However, inner-city residents make up for a relatively small share of 

employment within these employment centers (~3.5 percent to 8 percent).  Furthermore, structural 

conditions such as transit accessibility, and the level of inner-city poverty influence the proportion of 

these jobs that are filled by inner city residents who take up jobs in these employment centers.  In 

addition, we also find that the industry structure of the center matters, with centers with higher 

proportion of administrative services, hiring more inner city residents and centers with higher proportion 

of professional services, hiring fewer.   Most importantly, we find a strong and independent impact of 

sprawl on the chances of inner-city hiring at defined employment centers.  Specifically, counties with 

more compact development patterns and regions with less jurisdictional complexity have employment 

centers that tend to hire more workers from distressed inner-city neighborhoods.   
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Policy implications of this work for planning include a stronger empirical basis for arguments 

encouraging place-based economic development strategies to encourage growth or urban employment 

centers tied to transit accessibility, as well as overall efforts to encourage ñsmart growth.ò  In addition, 

our work highlights the need to better connect economic development and equity planning with land-use 

planning.  
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Questions about how automation is changing the nature of work and the composition of the workforce 

are taking on new urgency in the age of robotics and artificial intelligence. However, the question of 

where these changes will have the greatest impacts is largely un-examined. While the effects of 

technological change have a global reach, some local and regional economies will experience greater 

technology-related labor disruptions than others, depending on the particularities of their industry 

structure, production processes, and supply chains.  

  

The research presented in this paper[1] identifies local and regional economies being impacted using 

actual data about robotics labor demand. This approach stands in contrast to other recent impact 

estimates that infer the effects of robot use based on sales data and industry structure (e.g. Acemoglu & 

Restrepo, 2017; Graetz & Michaels, 2015). Using robot sales data as a proxy for robot use entails 

several problematic assumptions about how robots are actually used in practice, how long they last, and 

how productive they are. 
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86 

 

Using a novel data source called Real Time Labor Market Information (RTLMI), we track recent 

demand for occupations involving robotics-specific skills and work within the U.S. manufacturing 

sector, which is the only major sector routinely using robots to date. The analysis compares robotics-

related occupations within and among metropolitan statistical areas, as well as non-metropolitan (rural) 

counties. We assess robotics labor demand within the context of other characteristics of regional 

manufacturing workforces, such as overall employment and compensation, and determine which regions 

are developing a robotics-specific workforce that diverges from general patterns of manufacturing labor 

demand.  

  

We then discuss emerging regional workforce development responses to the growing demand for 

robotics skills within existing manufacturing occupations, drawn from cases in regions that have been at 

the forefront of addressing this issue.  

 
[1] This research is supported by NSF Project #1637737: NRI: ñWorkers, Firms, and Industries in 

Robotic Regions.ò 
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A ñMakerò: a commercial enterprise integrating design and production to [mainly] create physical 

objects for sale[1] 

  

Since the USA began to exit the ñgreat recessionò, policy analysis, academic discourse and business 

development have identified and prompted a reawakening of interest in innovation and entrepreneurship 

manufacturing. While gaining traction from Federal-level policy initiatives such as the Advanced 

Manufacturing Partnership, the Nation of Makers Initiative and the Manufacturing Communities 

Partnership a range of more localized programs began to emerge. Several regional and urban 

manufacturing initiatives were encouraged by local entrepreneurial and business groups, foundations 

and organized labor, eager to support this emerging trend (see, for example, the Urban Manufacturing 

http://submissions.mirasmart.com/ACSP2017/Publishing/SubmissionDataForPublishing.aspx#_ftnref1
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Alliance). This trend also resonated with the concept of shared production space connecting the urban 

manufacturing renaissance with the commercial innovation in the ñshared economyò. 

  

Simultaneously, this so-called manufacturing renaissance was connected with place-based local 

economic development and the concept of ñrootedò public policies [2]. Such policies and programs are 

designed to facilitate entrepreneurship and business growth that ñfitsò the culture and characteristics of 

the locality, with a common focus on local sourcing and encouragement of a local ñmaker 

ecosystemò.  A recent Kaufmann Foundation study of makers conducted surveys in Portland OR, 

Chicago and New York City [3] and the current Urban Manufacturing Alliance's ñState of Urban 

Manufacturingò study is looking at Baltimore, Cincinnati, Milwaukee, Philadelphia and Portland [4]. 

[Detroit has recently been added to this list].  

  

This paper presents the initial findings drawn from a survey of makers and local economic development 

agencies (ñenablersò) in the Detroit region. While building from the Kaufmann funded study, and 

employing a similar survey instrument, the work reported here takes the survey into the suburbs of 

Detroit, identifying and commenting on a geography not covered, to date, by the studies cited above. 

The paper will also address the connections between an emblematic manufacturing culture, as found in 

Detroit, and the ñrenaissanceò culture of the maker movement. 

 
[1] Definition adapted from Wolf-Powers, L. et.al. (2106) ñThe Maker Economy in Action: 

Entrepreneurship and Supportive Ecosystems in Chicago, New York and Portland, ORò: Portland State 

University. 

[2] Rodriguez-Pose, A. and C. Wilkie (2017) ñRevamping Local and Regional Development Through 

Place-Based Strategiesò. Cityscape (19:1) 

[3] Wolf-Powers, L. et.al. (2016) ibid 

[4] http://www.urbanmfg.org/sum/ (4-14-2017) 
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Numerous cities across the United States are establishing and supporting innovation districts (Katz and 

Wagner 2014; Katz et al. 2015). Although they share a few fundamental features, innovation districts 

vary widely in terms of their settings, organizational structures, development trajectories, and 
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programmatic activities (Barnett et al. 2014; Katz 2016). Since these differences both reflect and 

occasion important policy choices, this research aims to provide information and guidance to economic 

development scholars and practitioners by delving into the details of a particular example. 

  

I report on my comprehensive investigation of the Cortex Innovation Community in St. Louis, Missouri. 

This represents an uncommon example in the U.S. of an innovation district that already boasts a 

remarkable level of economic development accomplishment (Reed 2016). The district has a relatively 

long timeline that precedes its being labelled and promoted as an innovation district; it was first 

established as an independent entity in 2002. Cortex has progressed in interesting and revealing ways 

over its history, as a district and as an accompanying set of economic development aims and policies, 

and is continuing to adjust to reflect new challenges and opportunities. In examining the formation, 

development, and likely advancement of Cortex, I differentiate key features and factors that are unique 

to Cortex and its surroundings from those that resemble circumstances elsewhere or may be generated or 

adapted to bolster innovation districts in other cities. 

  

This investigation of Cortex is part of a larger project that examines four innovation districts as case 

studies. Two other casesðBoston and Detroitðwill be described by colleagues in companion 

presentations within the pre-organized session.  
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The maker movement is often heralded as disruptive force. A way to democratize North American 

manufacturing by giving the millennial generation access to more affordable, high-quality technologies 

and inclusive marketing platforms (e.g., Etsy, Grommet) through which to design new products and get 

them more quickly into the hands of design-savvy consumers. As a place-based economic development 

strategy the maker movement has much to offer: it is helping inspire the next generation of product-

making innovative urban entrepreneurs; it is repositioning public institutions, from libraries to 

community colleges to high school ñshopò classes, as reenergized maker-spaces in support new product 

design and development; and it is reinforcing production-in-place sensibilities, through ñmade-hereò 

marketing campaigns that promote an ethical economy through local jobs, local innovation and local 

sourcing. 

 

But as we look towards the maker economy to refresh urban manufacturing and particularly with an eye 

towards extending economic opportunity, we might be overlooking its larger geographic reachðnot the 

ways it upends manufacturing traditions, nor revives or concentrates those traditions within urban limits, 

but the opportunity it creates for shoring-up and revitalizing manufacturing communities, establishments 

and sources of expertise beyond the metropolis. While framing the maker movement as an urban 

economic development tool can certainly help animate a younger, more-educated and tech-savvy 

generation of urban entrepreneurs, exploring interconnections with traditional manufacturing 

communities, workers and institutions may offer more for U.S. manufacturing innovation and inclusion. 

It could be a means to engage the growing interest in the maker economy to forge greater 

interdependencies between non-metro and urban communities, between old and new manufacturing 

clusters and ultimately, between blue-collar and millennial America.  

 

We develop this argument through an in-depth case study of the Carolina Textile District (CTD), an 

innovative óvalue chainô experiment that helps incumbent textiles firms connect with and support a new 

generation of urban-based textile designers and entrepreneurs. We construct this case using survey data 

of CTD clients, as well as in-depth interviews conducted with CTD leaders and member companies. 

While recent scholarship on the maker movement has focused narrowly on its effects on urban 

manufacturing, the CTD case allows us to study the maker phenomena in the context of a non-urban 

legacy textile region hit hard by the cumulative effects of global integration and the Great Recession.  

The CTD was founded in 2013 and currently serves 150 incumbent textile manufacturing firms 

dispersed throughout North Carolinaôs Piedmont Crescent. CTD is helping manufacturers stabilize 

employment and revenue by securing production contracts from a new generation of textiles designers 

and entrepreneurs in large urban centers, especially in Los Angeles and New York. At a basic level, the 

CTD is helping firms reduce their dependency on more volatile, price sensitive and standardized product 

lines by competing for smaller batch, design-intensive orders. To augment production, the CTD helps 

firms develop product design-skills and prototyping services.  

 

 

But the co-creators of the CTD are also using their industry connections and influence to promote 

further organizational changes in support of job quality, succession planning and employee ownership. 

Through their work with both urban designers and traditional manufacturers, they are pushing to 

advance living wage standards and improve working conditions at the same time that they are preparing 

the next generation of ethically-minded textile manufacturers. In this regard, CTD functions as more 

than just a supply chain aggregator. We argue it is an innovative distributive platform for harnessing and 

fortifying the urban millennial-maker ethos in support of social equity and environmental sustainability. 
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As the maker-economy gains traction among economic development planners, the CTD offers an 

innovative model for promoting spatial inclusionðan alternative to global sourcing that uses cross-

regional strategies of supply chain integration to extend progressive business practices, standards and 

sensibilities well-beyond North Americanôs urban core.  
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The successes of Silicon Valley and Bostonôs Route 128 captured the imagination of policymakers and 

urban planning practitioners for decades, effectively forcing economic developers to move beyond firm 

location incentives to incorporate talent, higher education, and building entrepreneurial ecosystems 

(Plosila, 2004). This is physically evident from the various cluster developments across the globe, many 

named aspirationally, such as Silicon Alley in NYC and Silicon Docks in Dublin. Less researched is the 

way the culture and strategy of tech startups is permeating city building and governance. For example, 

government positions are increasingly filled by experts in computer programming and data analytics, 

skills more commonly found in technology startups (Shelton et al. 2015), public spaces are programmed 

and designed to make the urban fabric a cubicle for continuous on-demand work, much like networking 

events and the wide provision of food, entertainment, and services found inside tech companies, and 

technology is used to monitor citizens in the same way tech companies use it for performance 

management and optimized efficiency. 

  

This paper asks: How is startup culture and the allure of the tech entrepreneur influencing urban 

redevelopment? I use over 100 interviews, site-observations, and policy recommendations for 

innovation districts in Boston, MA; Detroit, MI; St. Louis, MO, Research Triangle Park, NC; and 

Dublin, Ireland to answer this question. I demonstrate how economic developers use the metaphor of 

cities as laboratories, promote the current startup language of incentivizing risk, de-stigmatizing failure, 

and fetishize smart grids and open data portals to run continuous analytics on the mechanics of the city. I 

argue that the emergence of innovation districts represents a new era of economic development ïone 

that moves beyond state-science and technology-based strategies to individual-science and tech-startup 
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based strategies. The result is outsourcing risk from the state to the individual and to the city. This 

ñSilicon Valley Ethosò has implications that economic developers and urban planners alike must 

consider. Replicating the allure of startup culture on the urban fabric also replicates issues of housing 

affordability and provision, class and gender bias, and reducing intractable political struggles to 

problems of information and technology adoption. 
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Innovation districts are a recent policy phenomenon fast gaining attention among local economic 

developers and planners. The basic premise of the strategy is to stimulate the formation of a vibrant and 

self-sustaining entrepreneurial ecosystem through a mix of place branding, entrepreneurial support 

programs, and the creation of mixed-use communities where the entrepreneurial sect can live, work and 

play. In this way, innovation districts are emblematic of a new wave of local economic development 

strategies that leverage lifestyle amenities to attract desired residents, namely young knowledge workers. 

It is believed that such workers will spawn or lure innovative businesses that will also benefit from the 

co-location of similar firms and place cache. 

 

This paper examines the conceptual foundations underlying innovation districts, using the South Boston 

Seaport as a focal case study. The Seaport (est. 2010) is the first designated innovation district in the 

United States, and is widely viewed as a development success story inspiring others around the nation to 

follow suit. We trace the evolution of the Seaport from its pre-district history to its contemporary state 

using evidence collected from a review of plans, articles, and interviews with residents, developers, 

entrepreneurs, and public officials. We show that civic actions catalyzed on dormant market forces to 

bring forth the current development boom in the district. However, the rapid acceleration of these 
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market forces quickly outpaced the ability of planners to proactively shape development and now 

threaten the very entrepreneurial culture that is at the core of the innovation district concept. 
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In the era of knowledge economy, knowledge is known to be the key driver of economic growth. 

Although the role of business clustering on knowledge production, driving urban enmities of location 

decision for knowledge businesses and workers have been well studied, there is little evidence on how 

urban form influences regional innovative capacity. In addition, there is still a need to clearly identify 

the urban form attributes that impact the knowledge production, innovative capacity and idea generation.  

To address this gap, this study-at the regional level-examines the relation between urban sprawl and 

innovative capacity using three indicators of regional innovative capacity: These three indicators are the 

patent generated per capita, innovation awards by small businesses and the number of innovative small 

business firms. On the other hand we used Ewing and Hamidi (2014) Sprawl Index as which is built 

upon the four built environmental traits of compacted urban form factors through measurement of 22 

indicators. These four forming factors are development density; land use mix; activity centering; and 

street accessibility (Citation).  

 

Accounting for confounding factors, we found that all three indicators of regional innovation capacity 

are positively associated with the regional compactness. For every percent increase in the metropolitan 

compactness index, the number of patent generated per capita increases by 0.38 percent and the number 

of small businessô innovation awards increases by 0.47 percent.  

 

Through the results of this research, citiesô policy leaders aiming to catch up on the pace of growth 

through knowledge economy, can find that compacted urban form is more influential. This influence is 

due to the more opportunities for knowledge spillover in compact urban areas and that knowledge 

workers are more interested to live and work within the compacted cities.    
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Among urban planners, tax increment financing (TIF) is a popular economic development financing 

tool. Critics, however, claim that TIF during its duration is a fiscal bane, reducing property value for 

affected jurisdictions, especially school districts. Three TIF regulations in Iowa provide the opportunity 

to test this argument. First, annual base values for affected jurisdictions may fall to zero as a result of the 

stateôs assessment limitation law. Second, municipalities in Iowa have an option to return to affected 

jurisdictions excess increments, that is, superfluous increments not needed for development needs. 

Third, affected jurisdictions in Iowa can tap the entire increment for debt service purposes. Using 18 

years of TIF district-level data for simulated estimations, this study finds that TIF provided affected 

jurisdictions with a fiscal boonðsubstantial tax levy for both general funds and debt service. The 

finding of this study may help economic development planners garner more support for TIF, especially 

from non-residents affected by TIF-financed municipal economic development initiatives. 
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A significant number of US Metropolitan regions experienced chronic distress before the onset of the 

Great Recession. This was the subject of the third chapter of Wolman, Harold, Howard Wial, Travis St. 

Clair and Edward [Ned] Hill, Coping with Adversity: Regional Economic Resilience and Public Policy. 

Cornell University Press. However, the treatment of these metropolitan areas stopped in 2006, just 

before the onset of the Great Recession. 

  

In this paper, we examine the economic performance of this set of metropolitan areas during the Great 

Recession and through the recovery.  [Data are available through 2014 and we are attempting to collect 

the 2015 annual data.] We will also use the same definitions to identify other metropolitan areas that 

entered a state of chronic distress with the Great Recession. 

  

Common attributes in terms of the supply-side of regional factor markets will be examined in keeping 

with the original work to determinants of chronic distress.  We will also add demand-side factors related 

to the composition of the economic base of the regions as well. In all cases regression analysis will be 

used. We expect that logistic regressions will be the technique of choice. 
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Entrepreneurship among food and beverage ñmakersò embodies some of the Maker Movementôs most 

promising contributions for local economic development. It offers relatively low barriers to entry and 

significant potential for contributing to the local consumption base and urban distinctiveness, often 
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building upon culturally-specific food activities on the part of immigrants and communities of color, 

giving them pathways into entrepreneurship, job and wealth creation. Yet the challenges of growth and 

scaling for makers of ñbitesò are in many ways similar to those facing makers of ñbagsò (durable and/or 

household craft goods) and ñbotsò (technology-based or -embedded products). The growing ease with 

which makers can start enterprises stands in direct contrast with the stubborn realities of business growth 

and expansion.    

  

Drawing on semi-structured interviews with 20 food- and beverage-related makers in three cities ï 

Chicago, New York City, and Portland, Oregon ï we analyze the challenges facing these makers in 

realizing their potential for local economic development. We focus on three aspects of the local 

ecosystem for makers ï the character of local demand, the urban land and production infrastructure, and 

distribution networks. We find that although local demand is essential for helping food makers get their 

start, it is insufficient for helping them navigate the opportunities and challenges of scaling up. The role 

of supply chain intermediaries ï both backward to procurement of food inputs, and downstream to food 

retailers ï is especially important among food-related makers as they move from micro-scale, artisanal 

production methods toward more standardized methods. We conclude that efforts in many cities to 

promote food-related entrepreneurship through food incubators, microenterprise finance, and local 

farmers markets are helpful but unlikely to yield significant economic development benefits unless they 

are linked to supports down the line as makers attempt to scale and grow into food manufacturers.  
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Urbanization has driven economic growth in China and other developing countries, but not every urban 

dweller enjoys the benefits of growth equitably. In the U.S., large cities tend to have greater income 

inequality than the rest of the nation, and such widening socioeconomic gaps within cities may lead to 

social tension and hamper urban economic growth (Holmes, 2015; Shah et al., 2015). Concerned with 

the negative social consequences of the rising inequality in cities, an inclusive development agenda 

emphasizing a broader coverage of growth beneficiaries has been brought to the policy agenda (e.g., 

Ianchovichina & Lundstrom, 2009; UN Habitat, 2015). Nevertheless, the current literature has yet to 
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define or measure urban inclusiveness beyond Floridaôs (2014) concept of tolerance, the open attitude 

toward cultural diversity. 

 

China has been undergoing the largest wave of urbanization in human history. The unequal sharing of 

growth benefits in Chinaôs cities is exacerbated by the discrimination against migrants based on 

household registration or Hukou. Chinese local governments use Hukou as a tool to define access to 

local public services such as social insurance benefits and public education, and many migrants are 

denied of these benefits due to their nonlocal Hukou. The discrimination and marginalization of urban 

migrants have led to a persistent socioeconomic gap between urban native residents and migrants. Such 

institutional barriers to the equal access to basic public service contribute to exclusive instead of 

inclusive urbanization in Chinaôs cities. 

 

This study examines urban inclusiveness disparities in the Chinese context and investigates its potential 

causes. We hypothesize that cities with strong fiscal capacity are more inclusive towards migrant and 

that cities that are economically and culturally open are more inclusive towards migrants. We apply 

factor analysis to construct inclusiveness index for over 200 Chinese cities using data on urban migrant 

laborôs coverage of social insurance benefits in the National Migration Survey. We use the share of 

industrial output that utilizes non-domestic fund to measure economic openness and use a cityôs 

historical exposure to nonlocal culture to measure cultural openness. Results indicate that significant 

disparities in the provision of local public service to migrants exist in Chinese cities with similar levels 

of economic productivity and natural amenities. Cities with high local fiscal capacity are more inclusive 

towards urban migrant. Economic openness and cultural openness are positively associated with urban 

inclusiveness. 

 

As an early empirical study of inclusive cities in China, this study contributes to the understanding of the 

factors making a city more inclusive towards newcomers. It also informs Chinaôs current policy reforms 

aiming at liberalizing the location choices of labor and households for equitable and sustained economic 

growth. 
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The suburbanization of jobs has shifted economic opportunity, creating a spatial mismatch between low-

wage workers residing in central cities and appropriately skilled jobs (Kain, 1992). Research suggests 

that low earners are more likely than high earners to work close to where they live (Andersson, Holzer, 

& Lane, 2005) and that physical proximity to employment can improve employment outcomes for low-

income and minority workers.  In response, planners and policy makers have long sought to promote the 

construction of affordable housing near urban and suburban job centers. (Cervero, 1989).  The concept 

of a jobs-housing balance or, more recently, ójobs-housing fitô describes the extent to which the 

character and affordability of housing units in an area are well matched to the quality of locally available 

jobs.  As commute distances increase for all workers (Kneebone & Holmes, 2015), placing low-cost 

housing in proximity to places where demand for less skilled workers is high continues to be a 

significant element of local-level affordable housing and anti-poverty strategies. 

  

Research by Nelson, Wolf-Powers, & Fisch (2015) on recent changes in commuting patterns in the New 

Orleans metropolitan area, however, challenges conventional thinking on the importance of job 

proximity for low-wage workers. Their findings indicate that many low-wage earners in metro New 

Orleans work in jobs far from where they live even when they reside in close proximity to 

concentrations of jobs that would require shorter commutes. This finding problematizes the assumption 

that physical proximity to appropriate jobs conditions low-wage workersô job-seeking behavior, and 

raises a number of policy-relevant questions about the relationship between residential location and job 

match for these workers. 

  

This research examines the commuting patterns of low earners in four metropolitan regions: 

Albuquerque, NM; Atlanta, GA; New Orleans, LA; and Philadelphia, PA. The study regions were 

selected based upon Kneebone and Holmesô (2015) examination of commute distances in the 96 largest 

metropolitan regions.  One region was selected from each of the commute distance quartiles. 

  

Utilizing data from the the Longitudinal Employer-Household Dynamics (LEHD) Origin Destination 

Employment Statistics (LODES) for 2014, this research will answer three questions: 

  

¶ To what extent do the commute distances of low-, middle- and high-wage earners differ in each 

region?  

  

¶ How do employment centers containing high proportions of low-wage jobs in each region differ 

in terms of industry mix, commuting flows and proximity to public transportation networks and 

affordable housing options, as compared with employment centers containing more middle- and 

high-wage jobs?  

  

¶ What are the policy implications of these findings for practitioners whose goal is to improve the 

economic conditions and social mobility of low-wage earners? 

  

Findings will enable us to determine whether conditions in low-wage labor markets other than those in 

New Orleans depart from what is assumed by policymakers concerned with ñjobs-housing balanceò and 

ñjobs-housing fitò and (if so) begin developing theories about what might explain this ñleap-froggingò 

pattern.  
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Ethnic minority owned enterprises have boomed significantly over the past several decades in the United 

States. However, the rate of ethnic minority business ownership is significantly lower than white 

business ownership; ethnic minority owned businesses are smaller in size and have a lower survival rate; 

furthermore, non-white businesses are highly concentrated in low-skilled industrial sectors (Bates, 2011; 

Fairlie and Robb, 2008). This study examines ethnic entrepreneurship in the Greater Los Angeles Area 

in addressing two questions: How do ethnic groups differ in entrepreneurship and business ownership? 

What are the factors associated with the difference in business ownership across ethnic groups?  

  

Using the American Community Survey 2011-2015, this study employs a multilevel research design to 

examine business ownership across ethnic groups. It finds that disparities remain significant over the 

past several decades across ethnic groups in business ownership and the rate of business incorporation. 

With continuous economic restructuring nationwide and globally, industrial distribution of businesses 

across ethnic groups has shifted as well in the study area. However, a divide between white and non-

white businesses has long sustained with white owned businesses concentrated in high-end industrial 

sectors and non-white owned business in sectors with low-barriers to entry. In addition to individual 

person and household characteristics, the overall entrepreneurial environment, availability of ethnic 

communities, ethnic concentration in particular niche sectors, and ethnic diversity in local areas are all 

related to business ownership and disparities across ethnic groups.   

  

The current study directly addresses the disparities in entrepreneurship across race, ethnicity, and place, 

and thus, contribute to understanding the diverse and fluid nature of entrepreneurial process (Welter et 

al., 2016). As institutional theories have long argued the role of ñcontextò and ñenvironment,ò this study 

brings place and local community to the forefront of ethnic entrepreneurship studies. It argues that 

geographic contexts not only provide entrepreneurship a social, economic, political, cultural, and 
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regulatory milieu, but also forge into the process through which ethnic entrepreneurs creatively mobilize 

and capitalize entrepreneurial resources in the business adventures (Davidsson, 2015; Welter, 2011).  

  

The findings have significant implications for practice and policy making. First, as ñentrepreneurshipò 

becomes the key component for economic development and revitalization in many U.S. cities, ethnic 

minority labor force may not benefit from the initiatives and programs related to entrepreneurship 

promotion, due to sustaining differences between whites and ethnic minorities. Particular efforts have to 

target minority labor force who have long lagged behind in entrepreneurship activities. Second, the long-

term practice of entrepreneurship promotion has been mainly focused on high-technology and 

ñmainstreamò activities. As ethnic minority labor force have remained segmented from majority whites 

for many decades, such a narrowly defined concept of entrepreneurship may lose the perspectives and 

opportunities that are most relevant to minority labor force across social groups (such as race, ethnicity, 

gender, and class). Third, different from most existing studies, findings here suggest that both spatial 

concentration and industrial segmentation matter in ethnic minority entrepreneurship; further, spatial 

concentration goes beyond ñresidential segregationò only. That is, both tangible and intangible resources 

are bounded with spatially clustered people and firms, especially for ethnic minorities. Results from this 

study suggest that place and race/ethnicity are actually rooted within each other in ethnic entrepreneurial 

process and often constructed through the attribution of a range of other social characteristics (Bates 

2006; Porter 1995). Public policies in community development through ethnic entrepreneurship should 

take the interactive approach, being both place-specific and ethnic-group-specific.  
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Offering incentives to businesses is one of the oldest and most dominant activities within the practice of 

economic development, as well as one of the most controversial (LeRoy 2005). Although the 
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circumstances in which incentives contribute positively to the economic well-being of local 

communities remain unclear, substantial variation in the use of incentives suggests the existence of 

different ñregimesò or constellations of actors, practices, and approaches to the challenges of growing 

and diversifying the local economic base (Reese and Rosenfeld 2001). Our research examines the 

municipal use of incentives in the 2010s to identify these regimes, reveal how practices associated with 

economic development have changed, and ascertain whether municipalities are still as committed to 

using discretionary funds and tax expenditures to address their economic challenges. 

From the perspective of public sector entities offering incentives, we explore how variation in fiscal 

situations is related to taxation, spending, and incentive regimes. We posit that the ability and desire of 

local governments to offer incentives relates to the diversity of revenue sources that it can tap to pay for 

expenditures as well as the other claims on those revenues. A municipalityôs fiscal and political structure 

influences the degree to which it relies on incentives as an economic development tool, as opposed to 

other strategies like infrastructure provisioning and tax policy. The variation also reflects different 

capacities and adaptive responses to the economic and fiscal conditions created by the Great Recession 

(Warner and Zheng 2013). Some states and municipalities pulled back on their use of economic 

development incentives after the crisis; others rolled out new instruments to attempt to retain or lure 

businesses. 

 

We utilize a uniquely constructed dataset combining incentive information (for tax increment financing 

districts and abatements) with socio-economic, geographic, and fiscal characteristics for all 

municipalities in the largest Metropolitan Statistical Areas of Illinois, Wisconsin, and Michigan. These 

states share similar historical conditions and settings such as a heavy manufacturing legacy and slowly 

growing populations. All three states recently elected conservative Republican governors who, despite 

shared party affiliation, have taken very different approaches to economic development. Michigan, for 

example, has eliminated some of its largest tax breaks while reducing its corporate income tax rates, 

whereas Wisconsin has established new firm-specific exemption and abatement programs. 

 

Our methods include descriptive correlations and causal (regression) models to test hypotheses about 

whether and to what extent fiscal structure, entrepreneurial activity, and economic health influence 

incentive use. Some specific questions we raise include: What fiscal circumstances spur the adoption of 

incentive programs?  For example, do states and localities offer incentives as relief from relatively heavy 

tax burdens? Do the types of incentives offered relate to the revenue structure and fiscal well-being of 

government entities? Do municipalities that rely heavily on property taxes offer more property-tax based 

incentives (e.g., abatements and tax increment financing)? We seek to test whether more entrepreneurial 

municipalities use more incentives or use them more frequently than other local governments. Based on 

the literature, we see reliance on credit, competition with neighboring municipalities, and cuts to social 

spending as reflecting the degree of entrepreneurial activity (Sbragia 1996; Ward 2010). 
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 Retail location choice impacts cities as it affects sales and property tax revenue, creates 

employment and tourist activity, changes traffic patterns, and influences office and residential choice 

locations.  Meanwhile, retailers look for profitable locations that are likely to have and draw many 

clients.  Also, in efforts to decrease congestion and improve sustainability, cities have made increased 

efforts to expand their fixed transit systems: both rail and bus rapid transit.  Cities frequently encourage 

higher density mixed use development, providing new retail opportunities for retailers. 

 To determine effects of transit systems on city form, most studies focus on the impact on 

residential and, to a less extent, commercial rents.  Some studies have also measured the amount of new 

construction in the area (Ratner and Goetz, 2013).  They have generally found that certain types of 

stations are more likely to see impacts, and make classifications, such as downtown, high-density 

residential, and low-income. (Atkinson-Palombo and Kuby, 2011; Bollinger and Ihlandfeldt, 1997; 

Ratner and Goetz, 2013).  This should similarly affect retail choice and density. 

 Most past studies determine the relationship between the location choice and the decision-

making factors using a set of fixed estimated coefficients in an ordinary regression model. This approach 

neglects the possibility of spatially varying explanatory effects on location choices. As compared to the 

ordinary regression models, geographically weighted regression (GWR) models allow us to identify if 

relationships in a regression model vary in geographical space (Brunsdon et al., 1996). For instance, 

built environment variables may have varying influences at different stations. Identified counter 

relationships between retail location choice and explanatory factors across the stations will help identify 

the different station types. 

 We conducted a field survey of 27 randomly selected fixed transit stations in Los Angeles from 

June 2014 to June 2015 to identify 8,417 sites of retail use and other users of retail space. GIS was used 

to determine distances to highways and transit stops and to create a grid to subdivide the ½ mile radius 

data into smaller neighborhoods and associate them with the Census tracts.  Socioeconomic data is from 

the American Community Survey.  Transit ridership and arterial traffic volumes are from the Los 

Angeles Metropolitan Transit Agency and Los Angeles Department of Transportation.  A GWR model 

accounting for built-environment effects, location effects, and socioeconomic characteristics will help 

determine retail patterns. This modeling approach will provide an insight into the importance of standard 

factors of retail location choice and add how stations types affect these choices.  Understanding the 

important factors will allow developers and planners to understand factors influencing retailers, 

informing future zoning decisions, and help identify areas subject to retail change.  
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Household location decisions under traditional neoclassical models of urban and regional development 

are understood to be based on a set of tradeoffs between access (distance) to employment and quality of 

life factors such as residential amenities (Alonso 1964). There is an inherent locational requirement for 

the household to be located in proximity to a central office location, a market, or customer base to 

complete work activities. The rise of informationalism and rapid advancements in information and 

communication technologies (ICTs) have had profound impacts not only on the structure of economic 

activity but also on the nature and location of the workplace (Castells 2001; Bakely 2001) coinciding 

with demands for greater flexibility in the global information and innovation economy (Carnoy et al 

1997).  

 

Work activities for many occupations, particularly those that are information intensive, can now be done 

entirely distributed from a centralized location using ICTs and are often based at home.  Under the 

neoclassical model, this suggests that household location decisions of the remote worker can be based 

solely on residential amenity and quality of life factors without the need to consider physical access to a 

work location. There is a large body of related scholarship centered on the concept of telework and 

home-based work that has focused primarily on the implications of ICT substitution for commuting 

patterns and residential location decisions (e.g. Helling and Mokhtarian 2001). Yet, there is a much 

more limited emphasis on workers that are entirely location independent of a place of work and the 

implications for regional economic development and place attraction. This research seeks to address the 

following questions: 

  

¶ What are the socio-economic characteristics of remote workers?  

¶ What factors drive the migration and location decisions of remote workers? 

¶ How does quality of life and place-based attributes influence the location decisions of remote 

workers?  

 

To shed light on these questions, this paper uses data collected from a web-based survey of remote 

workers administered in 2016 and a series of semi-structured interviews with remote workers completed 
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in 2016 and 2017. We use a conceptual definition of remote work based on four dimensions proposed by 

Garrett and Danziger (2007): location, time, technology mediation, and contractual agreement. The 

findings of this research will contribute to planning scholarship and practice concerned with evolving 

locationally flexible modes of work and the implications for regions, labor markets, and economic 

development. 

 

Remote work has a number of potential important implications for rural and small and mid-sized urban 

regions that lack the dense economic opportunities provided by large metropolitan areas. These 

implications extend to the firmôs access to remote talent as well.  
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This paper investigates the quality of jobs created by high growth firms using a matched employer-

employee dataset for the City of Incheon, South Korea during the period of 2007-2016. While high 

growth firms(HGFs) have been one of central policy interests for their remarkable ability to create new 

jobs, little is known about what type of jobs they create and under what circumstances. What if a group 

of HGFs, measured by the rate of employment growth over a certain period of time, display persistently 

declining sales growth during the same period? What do these mismatching indicators tell us about the 

types and qualities of jobs created by them?? What if a group of HGFs, measured by the rate of sales 

growth, create many jobs but they are mostly low paying position? Who are jobs takers and how long do 

they stay in those positions? These are imperative questions for the realm of economic development 

given the dominant influence of HGFs in employment growth. However, these far more complex 

dynamics nested in the nexus of 'firm growth-employment growth-job quality' are concealed in the 

macro-scale approaches and aggregate figures adopted by existing studies on HGFs. The underlying 
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reasons might include the lack of firm specific data matched with data on individual employees and the 

disproportionate emphasis placed on the job growth over job quality. 

 

In order to bridge the chasm in the literature, this paper builds a matched employer-employee dataset by 

combining entrepreneurial firm data (Korea Enterprise Data(KED)) and the Ministry of Employment 

and Labor's Employment Insurance Data(EID). KED contains various firm characteristics while EDI 

provides variables that allow identifying the quality of jobs such as the employment relationship, 

employment duration, wage level, occupations, job loss experiences, and the reasons for job loss. To 

correct the endogeneity stemming from measuring HGFs by the rate of employment growth, the sale 

growth is used to define HGFs in this paper. Then, according to the quantitative and qualitative 

outcomes of employment, HGFs are characterized into four different categories including 1) high 

number-high quality jobs, 2) high number-low quality jobs, 3) low number-high quality jobs, and 4) low 

number-low quality jobs. Then, these diverse employment outcomes are linked back to characteristics of 

firms such as age, size, industry, type of organizational structure, R&D intensity and internal human 

resource practices.  

 

The analyses results will inform us under what circumstance (or under which firm characters) more 

good jobs are being created which again will be useful for local and regional policy makers in providing 

better and more relevant support for appropriate types of businesses and balancing the number of jobs 

and job qualities.  
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New business activity is a source of jobs (Birch, 1987) and regional diversity (Jacobs, 1969). Spinoffs of 

existing firms are one source of new business activity (Klepper and Sleeper, 2005) and are defined as 

firms founded by former employees of local firms, government entities, or scientific laboratories. Given 

the importance of new firms to regional vitality, this paper will examine spinoff activity in the 

Burlington, Vermont metropolitan area. This metropolitan area is located on the shores of Lake 

Champlain and has evolved over time into railway freight and petroleum refining and shipping (CEDO, 

2016). This community is perhaps most famous for the Ben and Jerryôs ice cream brand and several 

famous U.S. based companies including Seventh Generation sustainable cleaning products.  



 

105 

 

The methodology for analyzing spinoff activity involves identifying existing businesses from which 

spinoffs are likely and then surveying these businesses or using social media scraping to identify spinoff 

activity. Existing businesses are identified by compiling information about major employers in the 

metropolitan area from economic development organizations and the National Establishment Time 

Series Database (NETs) which is a Dun and Brad Street-based list of all establishments in the 

metropolitan area. From this business list, a combination of firm surveys and social media research are 

used to identify spinoffs and cross-reference information about the start date of new firms, industry 

membership, and founder names. This list of spinoffs is then merged with information about existing 

businesses to construct a database of parent firms and their spinoffs.   

 

To analyze these data, the number of spinoffs from existing (parent) firms will be analyzed to 

understand the firms producing the most spinoff activity. Temporal trends will be analyzed to 

understand the extent that macroeconomic trends and/or local policy initiatives contribute to spinoff 

activity. Industrial trends will also be analyzed to understand the industries producing and not producing 

spinoff activity. This analysis will answer three research questions:  

 

1. What are temporal trends in spinoff activity?  

2. Are temporal trends associated with macroeconomic and/or local policy initiatives? 

3. What are industrial trends in spinoff activity?  

 

Expected findings from this analysis are clusters of spinoff activity in core industry competencies for 

Burlington which include energy, craft food and beverage, and environmentally friendly products. 

However, it is also expected that spinoffs will occur in industries that are not core competencies of the 

metropolitan area. This unexpected industry information, and the information about temporal trends, 

will provide valuable information to economic development practitioners in Burlington, Vermont who 

are responsible for fostering new business activity. The temporal information in particular will inform 

entities responsible for developing economic development policies about the efficacy of existing policies 

in fostering new business activity.  
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Research question: This paper answers a relevant question for researchers and policy makers: which 

industries and which geographical scopes would be optimal for targeting with cluster-oriented policies?  

Background: Recently, economic developers have recognized the role of clustersðgeographical 

concentrations of related industriesðin elevating innovation (Feser, Renski, and Goldstein, 2008). The 

U.S. Department of Commerce has invested millions of dollars to encourage innovation through clusters 

in high-tech, biochemistry or energy-related industries in relatively large geographical regions, such as a 

over 200-acre industrial park. Naturally, a question emerges: Do these cluster-oriented policies indeed 

encourage innovation? If yes, are they optimal in terms of industry and geography choices? These are 

questions that researchers and economic developers would want answered.  

 

Methodology: This paper answers these two questions with unique datasets and advanced methods. It 

employs a unique restricted version of the plant-level dataset from the Quarterly Census of Employment 

and Wages for the state of Maryland from 2004 to 2013, and matches it with the patent application and 

citation data from the United States Patent and Trademark Office.  

 

This paper is the first 1) to estimate and compare the effects of clusters on patenting activities across a 

wide range of industrial clusters based on six-digit NAICS industries defined by the Harvard cluster 

mapping project (Delgado, Porter, and Stern, 2014), 2) to rank industries by the magnitude of the cluster 

effect, and 3) to identify industry-specific optimal geographical scope of clusters which maximizes the 

effect on innovation. These goals are achieved with a continuous quantile analysis method developed by 

Combes, et al. (2012), ArcGIS python programming, spatial analysis and the Newton optimization 

method.  

 

Findings: I have obtained the effects of clusters on patent filings for half of the six-digit NAICS 

industries, and upon the completion of the other half of the analysis and the spatial analysis, I expect to 

obtain the following final results: 1) a ranking of six-digit NAICS industries by the number of patents 

induced by clustering, and 2) the optimal geographical cluster size associated with each industry to 

maximize patent production.  

 

Relevance: This paper can help practitioners to perform knowledgeable industry targeting and design 

efficient industrial policies. They can grow clusters in the most innovative-prone industries at optimal 

geographical sizes.  
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Pursuit of science, technology, engineering, and math (STEM) degrees has moved from one of personal 

interest or professional ambition to a matter of economic imperative and public priority. The policy 

assumption is clear: Economies benefit from more scientists making discoveries, engineers solving 

problems, and computer experts programming solutions. Despite the certainty evinced 

by widespread federal, state, and local policies supporting STEM education, does research endorse this 

policy goal? There is only limited research demonstrating that a greater supply of STEM-

degreed workers brings about the expected public gains for regional economies. The broad support for 

policies to increase the supply of STEM degrees within a region obscures complexities and disregards 

contradictions.  Beyond degrees, what can regional economies do to develop and enhance a workforce 

that meets the needs of 21st-century organizations? Does an increase in college-degreed 

workers actually improve the regional economy? This research explores an indicator of regional human 

capital based on occupational knowledge, skill, and ability requirements found in the Occupational 

Information Network (O*NET) database. This research demonstrates how the distribution 

of occupational STEM requirements, as well as ñsoft skillò competencies, can be measured at the 

regional level of analysis and explores the effects of different human capital distributions on five 

measures of regional economic wellbeing. Results indicate that STEM degrees are not the lone path 

to regional economic vitality. 
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Abstract: 

Cities of the Great Lakes region of the U.S. (GLR) have been living through decades of economic 

transformations, as employment in high-paying manufacturing industries has vanished, mainly, but not 

uniquely, because of technological changes (Hicks, 2015). The Great Recession (GR) of 2007/2009 has 

introduced a further negative shock to these cities, steepening their economic and demographic decline 

(Pendal et al, 2017).  Different cities in the GLR showed different pathways to recovery after the GR, in 

terms of gains in employment and population. Ten years after the beginning of the GR, there is an 

opportunity to analyze how some of the major centers in the GLR have fared in their recovery process, 

and especially whether they transitioned towards a service-based economy.   

 

In this paper, we aim to track the economic resilience/transformation of case study cities after the GR by 

investigating the ex-ante and ex-post composition of their labor markets and population. We adopt a 

comparative approach to investigate the economic recovery pathways of eight major cities in the GLR, 

which are identified as peer cities in terms of their general economic outlook (PCIT, 2017). We 

categorized these cities into two groups: the first group contains Detroit, Cleveland, Buffalo and 

Pittsburg and is characterized by steep demographic decline in the period 2000-2015. The second group 

contains Green Bay, Minneapolis, Fort Wayne and Peoria, i.e. cities where the population has been 

rising during the same period. We also present a comparison between these two groups and the capital 

cities of the GLR.  

 

The methodology of this study includes a comparative analysis of the economic profile of the 

Metropolitan Statistical Area of these cities. Data for the descriptive analysis were retrieved from the 

Economic Modelling Specialist International (EMSI) dataset. We examine economic indicators such as 

employment and unemployment in each industry, earnings, and Gross regional product with a focus on 

the economic shock during 2007-2009 and its effects on the employment shift and the percentage 

population change in these cities. We focused on 7 manufacturing clusters that were identified as 

ñEmerging opportunity clustersò for the Great Lakes region (Ketels 2015), as well as some service 

clusters health, education, tourism and transportation.  Our preliminary results indicate an employment 

shift from manufacturing to service oriented clusters. Further, more resilient cities were faster in 

establishing a presence within selected regional clusters, and serving more attractive market segments 

than their peer cities. Finally, the economic diversity, availability of skilled labor and the institutional 

capacity had been important factors for adaptive resilience of the cities.  

  

Our work contributes to the broader research in economic planning and transition research through the 

adoption of a peer-based, comparative approach. We provide a useful understanding of how cities and 

broader urban regions can be more inclusive and how they can learn from their peer cities. 
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Coping with Adversity addresses the question of why some metropolitan area regional economies are 

resilient in the face of economic shocks and chronic distress while others are not.  It is particularly 

concerned with what public policies make a difference in whether a region is resilient.  To answer these 

questions it employs a wide range of techniques to examine the experience of all metropolitan area 

economies from 1978-2014.  

  

In addition Coping with Adversity looks more closely at six American metropolitan areas by conducting 

case studies to determine what strategies were employed, which of these contributed to regional 

economic resilience and which did not.  Three of the regions studied are cases of economic resilience: 

Charlotte, NC, Seattle, WA, and Grand Forks, ND. Three are cases of economic nonresilience: 

Cleveland, OH, Hartford, CT, and Detroit, MI. In addition to containing hard data on employment, 

production, and demographics, each case contains material on public policies and actions that were 

obtained from site visits and interviews. 

  

The authors conclude that there is little that can done in the short-term to counter economic shocks; most 

regions simply rebound naturally after a relatively short period of time.  However, they do find that 

many regions have successfully emerged from periods of prolonged economic distress and that there are 

policies that can be applied to help them do so.  Coping with Adversity will be important reading for all 

those concerned with local and regional economic development, including public officials, urban 

planners, and economic developers. 
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Economic development planning stands at a critical juncture. Our discipline is well poised to shape 

national and regional policy debate over critical questions related to economic transformation, inclusion, 

equity and environmentðconcerns magnified in the wake of the Trump election. Yet, as a planning 

subfield, economic development is losing ground, marginalized in comparison to others that focus on the 

urban built environment, and with mainstream practice stubbornly oriented towards business recruitment 

and deal-making. Intellectually, we are fragmented as the seminal debates of the past about 

deindustrialization and urban restructuring have given way to narrower, more siloed and weakly 

connected empirical scholarship on industry clusters, innovation systems, workforce development, the 

cultural economy, entrepreneurship and so forth. Critical debates have moved to other disciplinary 

venues, especially those willing to draw clearer connections between race, class, economic opportunity 

and political power. Our sense of a collective intellectual project and vision as economic development 

planning scholars is threatened as a result.   

  

The new Trump administration has demonstrated little interest in the potentially beneficial role of 

research-informed government intervention in local and regional economies. Without question, the 

Presidentôs proposed destructive and divisive actions necessitates new thinking and a renewed emphasis 

on engaged scholarship and theory building. Economic development planners need to reassert the 

relevance of our planning subfield and enliven its practice utilizing new analytics and considered 

understanding of the challenges facing our nationôs communities. Proposed budget cuts for key Federal 

economic agencies and a related retreat of Federal domestic policy leadership reinforces the importance 

of state and local support, coordination and agencyðall areas that insightful, targeted scholarship can 

inform.  

  

Trumpôs surprising victory serves as a pivotal moment for collective reflection on our future 

responsibilities as economic development scholars. As a field, we have the potential to address critical 

policy questions related to: how (and whether) to remedy income, wealth and racial inequality; how to 

build new opportunity through tempering the labor market impacts of ñdisruptiveò technologies; how to 

shore up American manufacturing in ways that recognize and reward the innovative contribution of 

frontline, ñblue-collarò workers; how to counter the rise of contingent and precarious work; and how to 

foster a dynamic, low-carbon and job-creating economy that stems climate change. In this moment of 

growing economic and political uncertainty, economic development planners and scholars can offer 

critical insight, collective leadership and data-driven analysis to confront the coming era of economic 

change. 

  

The goal of this panel is to start honest dialogue about our future role and influence as economic 

development scholars. Named panelistsðdrawing across generations and sub-specializationsðwill help 

open this conversational space, offering brief opening remarks. But we envision this as a participatory 
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processða roundcircle, rather than roundtableðin which all attendees are given an opportunity to 

reflect on and draw out common challenges and concerns that affect our field of practice around which 

to motivate collaboration, organize future research and shape public debate. 
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Adopted from psychology and ecology, the concept and operationalization framework of resilience have 

been widely accepted by planners for use in a variety of contexts such as recovering from natural shocks 

to bouncing back from urban decline or economic recession (Martin and Sunley 2015). As a dynamic 

process, resilience in urban economics allows a regional or local economy to resist the shock and return 

back to the previous normal condition, but sometimes leads to a different economic phase. During these 

dynamics process, new firms tend to be vulnerable in response to economic recessions and struggle to be 

adaptive to these changes (Latham 2009). Under these conditions, having good access to public transit 

services at both local and regional levels provide new firms with opportunities to maintain the 

connection with their customers or existing firms, which in turn allows them to survive under the 

economic recessions or urban decline. In the recent literature, a few studies have attempted to examine 

the role of public transit on the economic efficiency of urban areas and productivity of businesses 

(Drennan and Brecher 2012). Nevertheless, the role of public transit investment in new firmsô survival 

rate has not been examined so far. 

 

As one of the pilot interdisciplinary studies between urban economics and transportation planning, this 

study focuses on developing the methodological framework of measuring economic resilience in terms 

of the dynamic process of firm births and deaths within areas, and understanding characteristics of 

change in firm resilience along fixed guideway transit routes ï especially measuring the role of light rail 
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transit (LRT) on new firm survival over time. To achieve the goal, this study uses the annual InfoGroup 

Business data from 2000 and 2010. The InfoGroup Business data contains detailed firm information 

such as the year when a firm appeared in the database, industrial sectors, and its geographical location. 

By calculating the survival times of new firms established before and after presence of LRT services, 

this study hypothesizes that economic resilience can be identified by analyzing the degree of firm 

resilience ï that is, how well firms weathered and bounced back from the Great Recession ï and further 

hypothesizes that firms located near fixed guideway transit stations tend to be more resilient than firms 

without access to fixed guideway transit stations because their customer base and labor pool have better 

access to them. By using the Kaplan-Meier survival analysis method, the results of this study suggests 

that more new firms in the year 2000 falling within a 0.5-mile buffer of the nearest LRT station survived 

than new firms without access to the LRT station. Also, in case of existing firms, existing firms located 

near the LRT stations experienced firm death less severe than those without the LRT stations. In terms 

of industrial sectors of new and existing firms, wholesale, retail, and technology firms tend to have 

stronger survival rate and time than other industrial sectors such as manufacturing, utilities, etc. From 

these results, this study contributes to the current discussion of economic resilience as well as suggests a 

quantifying approach to measure the degree of new firmsô survival over time and identify positive 

effects of fixed-guideway transit on new and existing firmsô survival during the economic recession or a 

period of urban decline.  
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This paper analyzes the history and current status of three American cities that had the highest 

unemployment in January 1961. Initially considered to be sporadic or temporary, the job losses were in 

communities whose fortunes had long been associated with manufacturing, textiles, and steel. The three 

individual cases and cross-site analysis show the confluence of forcesðtechnology, social, 

environmental, and politicalð that precipitated the decline of labor-intensive sectors generally. The 

paper focuses on the role that local and regional public-private partnerships had in bolstering or 

thwarting revitalization efforts. The historic and longitudinal perspectives provide an important 
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contextual framework for more accurately assessing the current policy debates around job loss, 

outsourcing of jobs, and trade policy.  

 

After World War Two, the run-ups of the War economy created unemployment downturns that in many 

cases were temporary, structural shifts. But in other places, the post-war period mirrored the pre-War 

decline in demand for goods produced and lack of integration of new technologies. In the decade after 

the end of World War II (1945 to 1955), the Gross National Product increased by almost 175 million (67 

percent) and non-agricultural employment gained 29 percent. Despite significant efforts in some places, 

neither the localities nor the federal government wanted to accept the condition as permanent or national 

in scope. These ñdepressedò communities were left with a willing workforce without work. What began 

as a descriptive declineðloss of populations and jobsðwas evolving to a functional declineðthe ability 

of a city or metro area to perform its social functions. The three cities profiled in this paper had 

staggered but consistent decline. 

 

These cities and this paper highlight the importance of local economic development policies built on 

clear-eyed realism, creative place making, and fundamental quality of life investments. As the nation 

turns its attention to the ñres-shoring of jobs and sectors in traditional manufacturing, extraction, and 

labor-intensive assembly, this paper provides an important longitudinal perspective that can inform 

contemporary practice and current policy.  

Three fundamental questions drive this research.  First, why did structural economic change occur in 

these 17 cities and when? Second, what local, regional, and national policies or investments had the 

most significant and sustainable impact? And third, what role did public-private economic development 

groups play in the recognition of changes, the launch of public-private ventures, and the long-term 

economic vitality? 

 

Using a mixed methods approach, individual and cross-site narratives have been developed on a series 

of local interviews as well as city data from the U.S. Census 1960-2010, Department of Labor Bureau of 

Employment Security reports beginning in 1953, and corporate and local economic development 

archives. These profiles analyze the booms and busts that disguised the shifting of the American 

economy, and particularly in these cities, that shielded policymakers and the public from the collective 

impact of post-industrial decline.  
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Both the arts and historic preservation have been at the forefront of gentrification debates for decades. 

Artists are often portrayed as the ñurban pioneersò who initially catalyze neighborhood upgrading that 

ultimately leads to gentrification. At the same time, preservation of historic neighborhoods has 

longstanding perceptual ties to gentrification, supported by a relatively large body of literature 

demonstrating improvements to property values in the wake of preservation. Yet, the nexus of arts and 

preservation remains relatively understudied, particularly within the context of neighborhood 

revitalization in declining city contexts. This research begins to fill this gap through a qualitative case 

study of Clevelandôs Detroit Shoreway Community Development Organization (DSCDO).  

 

In 1973, residents in Clevelandôs Detroit Shoreway neighborhood formed DSCDO, with the goal of 

stabilizing the neighborhood. The organizationôs early leaders embraced historic preservation as the 

primary means of saving the neighborhoodôs commercial core ï one of the cityôs few mixed-use 

corridors that remained intact by the 1970s. Over its nearly 45-year history, DSCDO has evolved into a 

high-capacity community development organization that expertly blends the arts and historic 

preservation, epitomized in 2007 by the formal creation of the Gordon Square Arts District. Today, 

DSCDO broadly focuses on neighborhood improvement through youth programming, safety initiatives, 

code enforcement, housing assistance programs, and commercial revitalization efforts in its signature 

Gordon Square Arts District. Despite Clevelandôs continued population decline, Detroit Shoreway is 

nationally recognized as a neighborhood on the upswing and questions remain about the possibility and 

impacts of gentrification within the context of severe urban decline.  

 

This paper uses the case of DSCDO to ask: How do the arts and preservation intersect as neighborhood 

revitalization strategies? How do local leaders plan for success (gentrification) in revitalization? Is there 

a possibility of an arts/preservation/equity nexus? And, if so, how might this reframe approaches to 

neighborhood economic development?  

 

Our findings show that this arts/preservation intersection exists. However, this nexus is murky and 

complex particularly around affordable housing priorities and targeted economic development 

audiences. While the DSCDO promotes ñthe alleviation of poverty and social justiceò as one of its core 

values, there are open questions about the extent to which the organization embeds equity concerns 

within its arts/preservation strategy. This research provides greater insight into the opportunities and 

challenges of aligning different organizational priorities for achieving equitable economic 

development.   

<p scx161771876"="">  
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Scholars and policy-makers have long recognized the role of artists in processes of urban change such as 

urban revitalization and gentrification (Zukin, 1989; Ley, 2003; Cameron and Coaffee, 2005). 

Scholarship on the ñcreative economyò and ñcreative classò, coming from a variety of perspectives, has 

focused on how policy can support creative workers and provide a boost to local economic development 

(Florida, 2005, 2014; Markusen and King, 2003). Yet, policies informed by this scholarship aim to 

foster artistic and cultural spaces that valorize culture as a consumer good, and thereby privilege highly-

educated and high-earning workers. This policy paradigm encourages a cycle of development that may 

displace low-income people, including artists in those communities (Cole, 1987; Martin, 2014; Susan 

Seifert & Mark Stern, 2008). This framework reduces art to a practice of consumption, divorced from 

the diversity of communitiesô cultural needs, and restricts our understanding of who artists are how they 

manifest their agency (Martin, 2014). 

 

This study engages members of the arts communities in Richmond, VA and Philadelphia, PA according 

to an actor-centered framework (Markusen 2004), to understand how artists shape community space and 

contribute to the social and cultural life of their communities. Building on methods previously employed 

by Markusen and King (2003), we aim to illuminate the diversity of artists' experiences and integrate 

them into broader understandings of the urban political economic landscape. By engaging the Richmond 

and Philadelphia arts communities through artist focus group discussions, participatory mapping 

exercises, and expert interviews, the study examines artistsô ingenuity in creating and maintaining space 

for working and living. The study describes how artistsô practices fit within their particular contexts of 

urban change, informing policy that can meaningfully support a diverse group of artists and the 

communities in which they make their work. 

 

By engaging directly with artists in the communities in which they live and practice, this study surfaces 

critical shortcomings in the concepts of the ñcreative economyò and ñcreative classò and will produce 

new community-based knowledge about how artists live and work and what resources they need to 

support their activities. These findings will contribute to understanding how artists act as political 

economic agents and therefore provide a stronger basis from which to define policy that would foster 

artists and art as community-engaged practitioners.  
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The arenas used by professional sports teams in the United States and Canada are increasingly tied to 

broader strategies for urban development in their host cities. Generally, these strategies seek to leverage 

the large audiences generated by arena events to support a cluster of entertainment, retail, housing, and 

commercial land uses.  

  

Despite years of research from high profile sports economists, public funding for major leagues has 

continued, and new facilities continue to be built. While there is not a lot of research that specifically 

addresses sports-led urban development, there are a handful of studies that help frame this research 

study such as Chapinôs study of the Clevelandôs Gateway District and Baltimoreôs Camden Yards in 

which he evaluated the change in new construction as evidence for the inclusion of sports facilities in 

urban redevelopment strategies. This research study is positioned to explore the urban development gap 

and examine urban development outcomes. 

  
Using the case of major league arenas, specifically 26 major league arenas opened between 1990 and 

1999, I investigate whether arena-led urban development strategies are successful and how urban 

development outcomes have been affected since the opening of these sports facilities.  

  

In particular, I investigate how these strategies are manifested in different policies, such as a formal 

arena district plan, a plan within a special financing initiative (e.g. a tax increment financing district), a 

master developer agreement, a community benefits agreement, and so forth. More specifically, these 

strategies aim to attract new private investment to the area in three ways: 1) new private investment in 

the form of new construction and/or renovations, 2) a new land use mix (typically favoring a sport- and 

entertainment-orientation, alongside new housing and businesses), 3) increased property assessments 

and tax revenues. As such, the definition of ñarena-ledò development strategies can be tied to a set of 
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physical urban development outcomes: an increase in the volume of built area, desired changes in the 

land use mix, and an increase in property values. 

  

I begin by creating a record of urban development outcomes that is systematically measured across each 

of the 26 arena projects. I measure and categorize the urban development outcomes associated with each 

arena development, with a focus on three physical measures of success: changes in the volume of built 

area (square feet), changes in the composition of built area (land use mix), and changes in property 

values (assessed values). An arena-led district development is successful if there is evidence of new 

construction (or renovations), if there are substantial shifts in land-use mix, and if there are increased 

values in district properties. To test the increase in total built area, shifts in land-use mix, GIS is used to 

digitally map the changes in land-use from 1990 to 2010 and assess the percentage of new construction 

in the area. Assessment data acquired from local municipal planning offices offer the capability in 

assessing the increase in property values over time. 

  

I find that new arenas built as part of a formal planning effort are more successful in generating private 

investment as compared to those arena developments that were undertaken as stand-alone projects. Of 

the 50 new major league arenas built since 1990, just under half were either part of a formal district 

plan, or are part of an ongoing discussion to create a plan. I will discuss examples such as Cleveland's 

Gateway District, that has attracted a higher amount of new construction, a more desirable land use mix, 

and higher property values, when compared to those same metrics for other arenas such as the United 

Center in Chicago, that were not part of formal planning effort.  

  

As cities increasingly look to sports and entertainment districts as key element of their urban strategy, 

this research will provide a better understanding of this trend and its impact and is the first 

comprehensive and systematically measured analysis of their urban development outcomes. 
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Characterizing spatial concentration through agglomeration economies has been a longstanding agenda 

of economic geographers. But outside of residential segregation, how racial identity structures economic 

space has been studied far less; even rarely by industry type. Therefore, I ask: How does race structure 

entrepreneurial activity in cities, neighborhoods, and places? And is there a distinct clustering pattern 

among cultural entrepreneurs by race and ethnicity? 

 

To begin answering this, my paper tested the use of economic place - a spatial unit representing local 

areas with populations 2,500 or greater in the U.S. Economic Censusô Survey of Business Owners 

(SBO) -  for measuring the geography of race and (cultural) entrepreneurship. I used location quotients 

(LQs) as a measure of spatial concentration and tested this approach on a single state (California) during 

a single study period (2012). 

 

To generate comparative spatial statistics on the geography of businesses ownership by race/ethnicity 

(i.e. Black, non-Hispanic White, Hispanic/Latino, Asian, Native American) and industry, I created two 

types of measures. First, descriptive statistics on economic productivity for that place in three 

dimensions: average jobs per firm, average sales per firm, and average annual payroll for firms making 

$1,000 or more. Second, location quotients as a type of cluster analysis of agglomeration. My 

preliminary results indicate five significant findings. 

 

First, there are minority-owned businesses clustered in 340 places in California (i.e. a location quotient 

of 1 or greater); this is nearly 40% of the places in the state. One in four of these places - 85 of them - 

were economically productive, with most competitive in all three dimensions. Second, of the 1.14 

million minority-owned firms in clusters, Hispanic/Latino-owned firms (48.8%) occupied the highest 

number of firms in minority-owned clusters, while Asian-owned firms were second (31.1%) and Black 

owned firms were third (11.3%). However, Asian-owned firms employed the greatest share than any 

minority group in terms of cluster employment (47%), annual pay (54.4%), and sales (52.2%). The 

worst performing racial groups were American Indian/ Native American and Native Hawaiian/Pacific 

Islander firm owners, occupying barely 1% of jobs, pay, and sales. 

 

Third, there were nearly as many minority-owned firms as white-owned businesses in clusters (1.32 

million for latter), but there were exponentially less jobs, pay, and sales (on average). However, fourth, 

clustering seemed to be a better economic strategy for Asian-owned and Hispanic-owned firms than 

other minority- and White-owned firms. Over one-third of clustered Asian firms and 13% of Hispanic 

firms were economically competitive in all three dimensions compared to only 9% of White-owned and 

Black-owned firms; again, Native American and Pacific Islander groups lagged. 

 

Fifth, the cultural sectors of the economy exhibited similar patterning of racial clustering but is even 

more polarized. The cultural economy is concentrated in a fraction of the places (112 out of 888) but 

absorbs most of the economic benefits: between 61% to 79% of the firms, jobs, pay, and sales. 

These have important implications for how economic development scholarship and practice addresses 

the racial wealth gap through enterprise. Being able to identify where entrepreneurial enclaves (do not) 

exist, not simply metropolitan regions as previous studies offered, could form the basis of racially 

inclusive placemaking strategies that develop economies based on local human assets. This type of 

cultural asset mapping could also help serve as a benchmarking tool for measuring equitable 

development. 

 

Future studies will disaggregate the data further by ethnicity and empirically determine the most 

influential factors sustaining entrepreneurial activity by race/ethnicity, neighborhood type, and cultural 
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industries. It also spurs additional questions about the durability (i.e. does it extend back in time?) and 

the spatial diffusiveness of these racialized patterns over time (e.g., is endemic to or beyond California). 
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Sectoral strategies have been the rage in urban economic development for at least a decade.  Yet 

evidence suggests that only a few places can succeed in any given sector. We see this in many ñgreenò 

or ñcleanò technology sectors.  But some cities are strategically linking climate action to economic 

development. This paper examines three key green technologies: smart grid; water and wind energy in 

pairs of U.S. and European cities. In smart grid technology, the cities are Austin and Stockholm.  In 

water, approaches in Rotterdam and Milwaukee are compared. The wind energy cities are Copenhagen 

and Cleveland.  

  

Both Austin and Stockholm have created projects, the Pecan Street Project and the Stockholm Royal 

Seaport Innovation Centre, respectively, to promote wider dissemination of smart grid technology for 

energy demand management and to more effectively integrate increasing amounts of renewable 

energy.  Both cities anticipate economic development opportunity as new technologies and systems are 

developed.   

 

Milwaukee is linking the creation of eco-industrial districts to the creation of a whole new industryð

freshwater technologyðwhich seeks solutions that address water quality and quantity. The cityôs Water 

Council was created in 2006 to foster the program. A key component of the strategy is the Water 

Technology District, which is a testbed for some of the technologies being incubated. As part of the 

initiative, the University of Wisconsin, Milwaukee has developed the nationôs first graduate School of 

Freshwater Sciences. And the International Water Association located its North American Regional 

Office at the Global Water Center. Rotterdam aims to become ñclimate proofò by 2025 and is employing 
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several strategies to achieve this goal. The approach links urban revitalization and entrepreneurship in 

supporting small businesses in creating water-related technologies and products. This activity is 

advanced in the context of several Dutch companies that serve international markets in flood-protection 

technology.  

 

After overcoming technical and political setbacks, Clevelandôs initiative to develop offshore wind on 

Lake Erie and create up to 26,000 jobs to northeast Ohio that started in 2004 is back on 

track.  Construction of Project Icebreaker, a specially designed turbine that can break up the foot of ice it 

could be sitting in during winter months began in 2016. Wind energy is essential to Copenhagen 

achieving its goal of becoming the worldôs first carbon-carbon neutral capital by 2025. A policy 

innovation the city adopted to achieve this goal is the ñBuy Legal Systemò which requires wind farm 

developers to offer residents 20 percent of the shares of the total project. The policy provides funding for 

projects and builds citizen support, which will be needed if the city is to build more than 100 turbines 

needed to meet the goal. This project is analyzed in the context of the cityôs broader concentration on 

clean-tech innovation.   

 

The goal of this ongoing research project is to identify successful strategies for supporting the integrated 

achievement of climate action and urban economic development goals while taking into account 

different levels of state and national support.  A quantitative analysis will include direct and indirect 

employment as available data permits and exporting of technologies.  The qualitative analysis includes 

interviews with elected officials and public and private sector actors involved with developing the 

strategies and technologies.   
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Retail clusters, once established, do not remain static but change their size and density, by influences of 

internal and external factors affecting business operations. First internally, retail clusters create their 

own attractiveness, with shared infrastructures, available choice sets, images and atmosphere, which 

determines profits of individual stores, hence the success of the retail cluster as a whole. Second 

externally, retail clusters require a substantial customer base to sustain the business operations, of which 

the change would directly link to the change of the retail clusters. Changes in public transportation 

and/or property developments in vicinity, are some of the factors explaining the change of customer 

bases, and consequential change of retail clusters.  

  

One more to consider is its interaction with lower-level shopping districts. This type of retails, mostly 

neighborhood shopping streets, is closely located to residential districts, serving basic household 

necessities. While this type of retails differs from the major retail clusters in terms of scale, target 

customers and the types of products, a recent trend shows that they also have attracted customers beyond 

the neighborhood, with their unique products and services. On the contrary to this, large-scale stores or 

franchise brands have encroached to the street shopping areas and alter the landscape, by raising rent, 

inducing gentrification and erasing local characteristics of the retail streets. Retail clusters and 

neighborhood shopping districts, now closely affect each otherôs business operations.   

  

Extant studies on retail geography have focused on finding logistically advantageous locations of retail 

clusters and delineating their catchment areas. However, the changes of retail clusters, especially their 

growth and decline, have not been fully researched. Questions have remained unanswered; which 

internal or external factors as well as the interactions with lower-level shopping districts have induced 

the change of retail clusters.  

  

This study aims to assess the causes of growth and decline of retail clusters and unfold its 

interrelationship with neighborhood shopping districts in Seoul, South Korea, from 2000 to 2015. The 

investigation focuses on first, how those two types of retails differ in reacting to certain changes 

occurring in their catchment areas, and second, how the growth (or decline) of one influences the other. 

The change of the retail cluster is measured as the change in the total number of retail establishments. 

Those exogenous factors include a few known as critical in retail operations, related to real property 

developments ï the area footage of residential and commercial properties permitted for construction, 

number of new housing units, number of residents and employees, and assessed land value. Data sources 

include business and demographic census data from Business Census of Seoul, The Korean Statistical 

Information Service, building permit records from the South Korean Ministry of Land, Infrastructure 

and Transport, and assessed land value records from Korean Appraisal Board.  

  

Under this overarching inquiry, first, I detect the presence of retail clusters and neighborhood shopping 

districts, and the extent of their catchment areas, using cluster analysis on retail density and Huff 

modeling, respectively. After identifying the geographic extents, second, I reveal the influences of 

external factors on the change of those two types of retails, as well as the mutual relationship between 

those, using panel vector autoregressive modeling. With this modeling, multiple time-series data are 

analyzed simultaneously, discerning the sequence of causation to infer whether those two types of retails 

compete or complement each other in long-term operations.  

  

This study will shed light on retail geography literature, emphasizing changes in and interactions of 

retail clusters, and provide useful reference to urban planners on a mission of retail revitalization.   
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Many cities across the nation are facing new pressures to convert urban industrial land in the face of 

swelling populations and planning goals that are implicitly hostile to industrial work even in cities that 

have strong industrial employment bases. Recent work from Leigh and Hoelzel (2012) and Lester, Kaza 

and Kirk (2014) highlight how existing planning paradigms are biased against urban industrial 

development and steps for preserving valuable industrial space. These works do not directly ask 

planners how they value industrial land or how industrial land is understood, or not, to be an important 

asset in their cities. In this piece, I address two gaps in the literature: first, I reviewed zoning codes in the 

fifty largest cities in order to assess how cities manage industrial land; second, I surveyed planners in 

order to gauge how industrial land is viewed in practice. First, I reviewed the zoning codes of the fifty 

largest cities to see if they included specific land use regulations regarding the conservation of industrial 

land above and beyond the standard strictures of zoning. Second, I surveyed planners from the fifty 

largest cities in the US in order to ascertain not only how planners perceive the importance of industrial 

land in economic development but also to explore the political context in which planning decisions 

regarding industrial land conversion are made. My analysis includes whether the question of industrial 

land management is present in comprehensive plans; urban manufacturingôs presence in economic 

development priorities; and whether cities are actively converting or preserving industrial land. The 

goals of this research are two-fold: first, to fill the knowledge gap on the use of industrial land 

preservation policy use across the country; second, to better explore the planning and political contexts 

in which practicing planners fight to preserve, or not, industrial land in the face of conversion pressures. 

I find that relatively few cities are actively considering the management of industrial land even though 

urban manufacturing remains a nominally important area of economic development concern.  
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Manufacturing has been the backbone of the US economy for more than a century. Whether the 

emphasis is durable goods or biotech/life sciences, our ability to make things continues to drive local 

markets. Globalization has shifted these trends; with larger, multinational firms often moving operations 

and manufacturing to cheaper labor markets. Yet urban manufacturing remains a core component of the 

US economy, providing diversification strength in local markets. Understanding the current state of 

urban manufacturing is crucial to maintaining a resilient economic base.   

 

Compounding global challenges, recent urban economic development and land planning practices have 

been replacing lost industrial activity with service based industries, threatening the integrity of legacy 

industrial corridors in crucial urban markets. Evidence also includes inactions such as infrastructure in 

industrial corridors that is allowed to deteriorate while ónew and improvedô development completely 

erases industrial activity. As a case in point, the recent proposal in St Louis, Missouri to relocate their 

NFL stadium to a prominent north riverfront location threatened to obliterate the existing industrial 

neighborhood, all in a now failed effort to keep the football team from relocating to another city. In 

essence, the proposal would have replaced vital industrial land with a use that would see, at best, 

economic activity 8 to 10 days per year. These kinds of activities threaten not only the individual 

manufacturing landscapes, they potentially undermine the overall fiscal health of these post-industrial 

cities at a time when municipal budgets are straining under the weight of the recent economic recession.  

Using St Louis as a case study, this paper examines the state of urban manufacturing in a mid-sized 

post-industrial city relative to overall development activity as identified by projects receiving incentive 

support from the city. Where is development activity occurring relative to the locations of active 

industrial neighborhoods in the city? We are seeking to understand the relationship between urban 

manufacturing and broader development goals in the city. Are there unique characteristics that we can 

identify with urban manufacturing that require special attention? Does a typology emerge that identifies 

characteristics associated with urban manufacturing neighborhoods? The paper will address these 

research questions in the following way. First, using the Longitudinal Employment Household 

Dynamics data provided by the US Census we will identify employment concentrations in the goods 

producing, trade, transportation, and utilities sectors. Using census block level data, we will map the 

patterns of employment by total number of jobs. This will allow us to identify areas of employment 

concentration by neighborhood. Once we identify the employment types by neighborhood we will map 

the locations of incentivized projects (projects receiving TIF or a special district designation) based on 

city reported data over the past 10 years. Using a sensitivity analysis we will examine the characteristics 

of these manufacturing neighborhoods relative to the city supported development projects to determine 

whether there are common themes among these neighborhoods. 

 

This project is the initial component of a larger project sponsored by St Louis Makes, an urban 

manufacturing support organization that is interested in fostering growth among small to medium sized 

enterprises (SMEs) across the St Louis metropolitan region. The larger report will ultimately identify an 

urban manufacturing ecosystem map that will include SMEs, service providers, government agencies 

and related support organizations.  
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As an emerging yet leading group in Seattle region, tech companies have aroused many discussions 

from realms of public media and real estate. Despite such fact, we still lack solid knowledge of where 

they choose to locate in a city, what factors they would account for, how much space they need, and 

when did they come. This study has tried to investigate both spatial and temporal distributions of tech 

companies in the region of Seattle and Bellevue, using the real estate database CoStar. It also makes an 

attempt to provide both qualitative description and quantitative analysis of location decisions of tech 

companies. Beyond market reports and media news, we hope this study would contribute to researchersô 

further understandings of location choice of tech companies, as well as literature on general firm 

location choice.  

  

Spatially, Seattle CBD and Bellevue CBD have the highest rent as well as the highest supply of office 

space in the region. In terms of SF (square footage) occupied, tech companies are the second largest 

tenant group in Seattle and Bellevue office market. From 2003, they began to enter Seattle and Bellevue, 

and have kept a steady increase in the number of newcomers since then. In 2012 and 2016, they 

experienced two influxes, while rent level has approached to the grand average of the region gradually 

in recent years after fluctuations.  

  

The second part of this paper employs logit models to test the significances and magnitudes of factors 

that are of plannersô interest. The factors include measurement of physical features of a property, rent, 

and diversity of tenants etc. Through step-by-step transformation and model selections, this paper finally 

identifies 5 significant factors and their effects accordingly. The size of existing tenants and the age of 

buildings are the two most influential factors. It suggests a strong attraction of large companies to tech 

companies and a preference on properties with a stable operation track of at least 7 years. Interestingly, 

the paper finds the diversity of industries and rent also positively contribute to the log odds of tech 

firmsô location decisions. It is to say, tech firms prefer to locate in more well-developed properties with 

diverse industries, proving an inclination to agglomeration economy. Finally, transit accessibility is 
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negatively associated with the odds of location choice of tech tenants, which suggests a low reliance on 

public transit when they choose for sites.  Findings from this study can help to inform policies and 

planning practices to attract new tech firms as well as to guide new office space development projects.  
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Planning interventions have focused on urban areas and ignored the creation of strategies for rural 

places.Typically, for rural areas planning only offers urban solutions that are imposed on the rural 

context. This has included attempts to revive downtown spaces through Main Street programs and place 

branding initiatives that have sought to attract recreation industries, agritourism, and other niche 

markets. Instead of viewing rural as an accessory to urban, it is time to develop innovative strategies for 

twenty first century rural places (Frank 2014). This is especially true in the American West where rural 

places are haunted by a mythology of western expansion; often thought to be quiet, quaint spaces 

engaged in agrarian and extractive livelihoods, disconnected from the outside world (Robbins et al 

2009). Many rural places are trying to create a modern identity, searching for an expression 

authentically their own. Creative placemaking (Markusen and Gadwa 2010) is an intervention recent in 

rural and urban places of Colorado, since the institution of statewide policies that support the 

development of creative districts. McGranahan and Wojan (2007) argue that the high quality of life 

available in rural areas supports the development of the creative class (Florida 2002). Additionally, 

Florida (2012) argues that to attract creative class technology, tolerance, and talent must be present. I 

argue that rural areas offer quality of life attributes that overwhelm the importance of these attributes 

and display a unique pattern of development. Implementing a creative district in a rural place is not 

accomplished by scaling down an urban model.  

 

To test the hypothesis of rural places as unique planning contexts, I present the case study of Trinidad, 

Colorado, a small town in southern Colorado in the process of implementing a creative district. This site 

was selected because it is engaging in creative placemaking yet possesses classic western characteristics: 

it is a frontier town, bordered by open spaces, possessing a heritage of Native American settlement, 

mining, western characters, a boom and bust economy, and historic structures that reinforce traditional 

images of a western town. Drawing on insights from site visits and interviews, public meetings, and 

additional spatial and economic data, I will present the themes of rurality and the changing nature of this 
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small town as an example of how creative placemaking strategies may or may not fit into the rural 

context. In the case of Trinidad, artists locate here because of the quality of life, access to beauty in 

nature, proximity to urban areas, and the presence of a supportive artistic community.  

 

The preliminary findings from this study indicate that rural towns are places where planning initiatives 

are extremely visible. Community members are attached to places and traditions but are committed to 

working toward positive change. Trinidad, Colorado demonstrates the capacity of rural areas to retain 

the rhythm and relationships so treasured while creating an identity through the renovation of places and 

welcoming of creatives. It is yet unclear whether creative placemaking, through the implementation of 

creative districts and artist live-work space, is an authentic means of differentiation for other rural places 

or simply a new opportunity for gentrification.  
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Creative placemaking as a strategy for revitalization continues to gain popularity across US cities. 

Organizations such as ArtPlace are investing in efforts that infuse art, culture and creativity into the 

physical transformation and activation of public spaces in order to achieve multiple aims such 

as economic development, increased social capital, place attachment and a more vibrant public life 

(Markusen and Gadwa 2010). However, such varied goals have led to ñfuzzyò outcome measures and a 

limited understanding of creative placemakingôs impact on revitalization (Nicodemus 2013). 

  

One potential source of complexity is the diverse makeup of creative placemaking planning networks. 

Although presumed outcomes of creative placemaking clearly align with municipal planning interests, 

projects often engage actors who are not traditional planners. Rather community developers, nonprofit 

and arts organizations, urban design firms, and tactical urbanists are likely participants. The inclusion of 

diverse actors and the absence of municipal participation in creative placemaking raises several issues 

regarding how differences in values, assumptions and practices across planning, arts and economic 
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development fields may impact what is prioritized in terms of economic and social goals as well as 

actual revitalization outcomes.  

  

For example, steeped in the assumptions and values of communicative planning theory, public planners 

ideally draw together and facilitate discussion with affected stakeholders in order to make planning 

processes transparent and fair. Although non-public actors involved in creative placemaking are often 

committed to community engagement, they are not subject to the same public scrutiny. Nor do they 

necessarily subscribe to planningôs assumptions regarding participation. On the other hand, 

communicative planning has been critiqued for not facilitating authentic engagement but rather using the 

performance of public participation to legitimize neoliberal interests, which could be especially 

problematic in culture-led development initiatives emerging out of creative city policies (Ponzini and 

Rossi 2010).  

  

In order to better understand these relationships between creative placemaking actors and their impact 

on revitalization outcomes, this paper draws on research analyzing ArtPlace funded creative 

placemaking projects focused on revitalization. The paper includes a typology identifying patterns 

between participant makeup, creative placemaking project type and development goals, which is then 

used to model the impact of network and project type on revitalization outcomes. The paper also focuses 

on two case studies in order to critically compare projects that intentionally engage public planners with 

those that operate outside the purview of municipal governments in order to explore differing 

assumptions, values and priorities.  

  

Considering that arts, culture and development have a complicated relationship in terms of revitalization 

versus gentrification outcomes (Grodach, Foster, and Murdoch 2014), there is continued need to unpack 

the ways in which creative placemaking projects are both envisioned and implemented by artists, 

planners and others who may define and prioritize project processes and goals differently. Furthermore, 

as planning continues to be conducted in an increasingly ñfuzzy governance environmentò (Roo and 

Porter 2016), it is important to understand the ways in which public planners can best interface with 

artists and other non-traditional community builders in order to pursue more equitable economic 

development outcomes.   
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In China, both the urban labor market and housing market faced by migrants are segmented. Self-

employment becomes a new venue for living when rural migrants are constrained by the labor market 

segmentation and their weak educational background. Urbanizing village, a special segment of the urban 

housing market, is one of the few low-cost housing options that are accessible to migrants due to 

exclusionary housing regulations. While rural migrants in China are found to be concentrated in 

urbanizing villages, they are also observed to have higher tendency to engage in self-employment than 

migrants living in other kinds of communities. Through a survey conducted in twelve cities across the 

four most rapidly urbanizing regions in China, we explore the impacts of residential segregation in 

urbanizing villages on migrantsô self-employment propensity, scales, and earnings. We apply 

Instrumental Variable approach to address the self-selection bias associated with migrantsô location 

choice. The findings suggest that residential segregation in urbanizing villages has positive impacts on 

migrantsô self-employment propensity, scales and income. These are consistent with the óenclave theoryô 

but inconsistent with the óassimilation theoryô. It is the cheap living costs, large demands for 

consumptions, and unique network externalities in of these urbanizing villages that facilitate migrantsô 

self-employment. As many cities in China are in the process of urban renewal and urbanizing village 

demolition, this paper suggests policymakers to rethink the important role of urbanizing villages in 

fostering small businesses among rural migrants as they are assimilating into the urban labor market. 

This research also have policy implications to other countries where residential segregation of 

immigrants or minority groups is prevailing. In these countries, residential segregation could have 

similar role in facilitating self-employment.   
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Cities and regions constantly evolve by adapting to their surrounding environment through competition 

and collaboration with neighboring areas, and also by responding to changing socioeconomic and 

physical conditions within their boundaries. In this sense, cities and regions can be viewed as evolving 

ñecosystemsò where a plethora of agendas act together to shape the overall outcome of the system as a 

whole (Batty 2013). A key aspect of an ecosystem is the interrelatedness of its different elements, where 

each component influences one another to bring about emergent outcomes. As such, with a focus on 

industrial structure as one aspect of the local economic ecosystem, this study envisions an ñindustry 

spaceò where industrial sectors are connected to each other within a network of relatedness (Hidalgo et 

al. 2007). 

  

One way to characterize local economic development is to view economies as developing by upgrading 

the goods and services they produce through innovation. At the local level, through time, regions 

diversify into and specialize in different industries as a result of regional competition and local 

comparative advantages. A large part of this evolution of industrial structure is a result of 

entrepreneurship, with studies suggesting that the vast majority of new establishments are new firms 

created by entrepreneurs (Fairlie 2014). Accordingly, the evolution of a regionôs industry space ï and 

thus local economic development ï can be measured by analyzing how entrepreneurship alters the 

underlying industrial composition of the region. 

  

Utilizing data on new firm formation and industrial composition for MSAs taken from the Statistics of 

U.S. Businesses (SUSB) at the four digit level for the years 2005 to 2013, the underlying industry 

network is constructed such that the nodes are defined as individual industrial sectors. The links are 

defined using the Ellison-Glaeser index of coagglomeration (Ellison et al. 2010) measured for newly 

formed establishments, to take into account the relatedness between any two industries. Then, any 

MSAôs industrial structure is depicted within the network by assigning values corresponding to the 

location quotient for each industry to the nodes. As a final step, the evolution of industrial structures for 

the MSAs are analyzed across years, and economic development is measured using the Method of 

Reflections (Hidalgo and Hausmann 2009).  

  

Ultimately, this study attempts to answer three distinct questions: 

 

1) Are the dynamics of evolution in industrial structure important in shaping economic development 

outcomes? 

2) Do more successful regions show different patterns of evolution compared to those that are less 

successful? 

3) How should cities faced with different circumstances promote entrepreneurship in different industries 

such that their economic development capacities are maximized? 

 

Preliminary results suggest that the change in industrial structure over the years for which data is 

available significantly shape the economic development outcomes of regions, and that in some cases 

these dynamics are more important than the actual industries in which these regions specialize in. In 

addition, more successful regions show distinct patterns of evolution that distinguish themselves with 

their less successful counterparts.  
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Among the many approaches being used by those charged with securing the future growth and 

prosperity of cities, perhaps none is as commonplace as the current focus on making cities more 

innovative.  The underlying presumption is two-fold.  First, that innovation is a driver of long-run 

economic growth, and second, that cities can positively influence growth outcomes, and particularly the 

share of high-value employment in their economic base, by actively supporting innovation. While the 

former proposition is a generally well acknowledged relationship in scholarly and policy circles, the 

latter is more debatable since cities are often understood to be quite limited in being able to influence the 

aggregate level of employment in their jurisdictions, and instead focus on the work of attracting 

investment and talent (Logan and Molotch, 2007). 

  

As the pursuit of innovation has become a key organizing concept for achieving economic development, 

todayôs cities are drawn into a logic of supporting a process that is inherently uncertain. What cities 

actually do in this regard is quite diverse, but the most common trait are the area management policies 

that lead to new districts centered on innovation.  What this paper examines is again two-fold. 

  

First, what are cities getting out of what kinds of innovative districts?  Although the measurement 

framework for innovation is heavily oriented toward private sector research and development (R&D), as 

contained in the OECDôs Oslo Manual, many of the outcomes that matter to city managers such as new 

firm formation, job creation, or even venture capital per capita, still can be seen as falling on the process 

side of innovation, albeit sometimes ambiguously so.  This is a function of the high failure rates and 

generally precarious nature of innovative entrepreneurship.  However, measurement leaves out a host of 

activities across the public sector, as well as social and organizational innovations, that feed significantly 

into innovative effort.  This paper will address these challenges and propose some alternative directions 

for how planners can better organize for innovation-led economic development. 

  

Second, just how much planning is necessary to produce innovation in the first place?  The districts are 

as heterogeneous as the cities of which they are a part.  However, one of the key characteristics in how 

they differ is along a spectrum of the planned, less-planned, and even the un-planned, along with 

differing degrees of intervention on the part of the public sector (Storper and Manville, 2006).  This 

realization, along with the variation in resource commitments to create, organize, and sustain these 
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places, the relevance for the theory and practice of economic development planning in cities should be 

clear.  The paper will present findings from completed as well as ongoing research to analyze the types 

of innovation districts, and to what extent they are a product of the planning process, or the absence of it. 

  

This research uses international comparative case study methodology built around mixed methods 

involving direct survey work, geo-spatial analysis, city-level data collection on innovation and economic 

growth, as well as extensive interview data to study the trajectory and dynamics of district 

development.  The paper covers a range of innovation districts across Asia, Europe, and North 

America.  Specifically, it investigates these developments in Singapore, London, and New York 

City.  The paper also draws on the Oxford Economics (OE) Global Cities Historic Database to help 

make meaningful statistical comparisons across regions where possible.  Although still at preliminary 

conclusions stage, the findings point to a reciprocal tension between the extent of spatial and sectoral 

economic planning for district development, and the realization of city economic development 

objectives centered on innovation.  Also at issue, is the difficulty the planning apparatus sometimes has 

with seeing the development of innovation districts as an amalgamation of inputs on the process side of 

innovation, as distinct from what can usefully be regarded as measureable outcomes from innovation 

leading to economic development. 
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Incentive packages to private businesses have become the modus operandi among state and local 

governments competing for large-scale corporate relocations and new branch plants, bringing the 

promise of increased employment and tax revenue. But incentives are also widely criticized, with 

scholars and practitioners equally frustrated by their limitations and costs. As private businesses 

increasingly demand incentive payments to locate or remain within a region, economic developers have 

responded with efforts to make incentive payments more effective by using a mix of more sophisticated 
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analytical tools, integrating incentives within broader sectoral or industrial targeting strategies, and 

adding additional checks to excessive incentive use.  

 

New data sources create the possibility to study some of these moderating steps and explore their 

varying effect on incentive performance. In this paper, we present the results of a national, time-series, 

establishment-level study of state and local economic development incentive deals, comparing 

establishments that received an incentive package to a control group of similar, non-incentivized 

establishments.  

 

We rely on three national databases: the Good Jobs First Incentive Database (GJF), the National 

Establishment Time-Series (NETS) database, and the State Economic Development Expenditure 

Database from the Council for Community and Economic Research (C2ER). While there is no single 

public source of incentive deals in the U.S., the GJF dataset is the most complete and comprehensive 

listing of deals and includes information on firm name, location, number of jobs promised and 

incentives offered. We identify those establishments in the GJF database that promise to either increase 

or retain 100 or more employees. Using a text-matching algorithm, we locate records for these 

incentive-receiving establishments in the NETS, a unique dataset that allows time-series observations of 

establishment-level employment, locations and detailed industry codes for nearly all establishments in 

the U.S. Using data from the NETS, we then identify five control establishments for each incentive-

receiving treatment establishment. Our third data source from C2ER uses consistent funding categories 

to aggregate state budget data for economic development activity across 15 functional areas and multiple 

funding sources. For each state, we know the relative proportion of their budget allotted to incentives 

and how that compares to public investments in other areas of economic development. 

 

Using these data sources, we seek to answer three inter-related questions: First, do establishments that 

receive incentive details create the jobs they promise and outperform non-incentivized firms? Second, 

does prioritizing incentives to establishments within a region's targeted or specialized industries enhance 

the efficacy of the incentive? Finally, do states with more balanced economic development óportfoliosô 

(i.e., similar public investment in recruitment, entrepreneurship and workforce development) make more 

effective use of their incentive dollars with respect to employment ends, when compared to those states 

with unbalanced portfolios?   

 

The findings of our paper will inform critical policy debates surrounding economic development 

incentives. First, by showing that incentivized firms do not create more jobs than their controls, we cast 

doubt on the biggest claim made by incentive proponents that ñbut-forò the incentive payment job 

creation would not occur. Second, we illustrate several ways in which states can use incentives in a 

smarter way, including combining them with additional moderating policies such as broader 

coordination with sectoral targeting and workforce development strategies. 
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Innovative, high-technology activities are widely seen as drivers of regional development. In addition to 

the rewards that accrue directly to workers in such sectors, they are of interest because of the spillover 

effects that are felt throughout the local economies that surround them. Yet our understanding of the 

actual impacts of 'tech' on non-tech workers remains partial. Evidence shows that local tech employment 

generates more nontradable (nonbasic) jobs than traditional manufacturing. Yet job quantity is only one 

dimension of economic wellbeing. Quality is also crucial, measured in terms of how jobs permit workers 

to conduct their lives in an economically advantageous manner, demanding consideration of both 

nominal wages and local living costs. In this paper, we explore the relationship between tech workers 

and ónontradeô workers across metropolitan regions in the US, over the period 2000-2015. Central to this 

research is the following question: do workers in the nontraded sector of the economy earn higher real 

wages in metropolitan regions with a higher share of ótechô workers compared to regions with relatively 

few ótechô workers. More concretely, does a worker engaged in the nontraded sector of the economy, 

such as a retail worker or a hairstylist, earn higher real wages in a vibrant ótechô region such as the San 

Francisco Bay Area or Seattle than a relatively low tech region like Brownsville, Texas or Joplin, 

Missouri.  

 

The present paper seeks to fill a number of gaps in our understanding of the relationship between tech 

employment and broader local economic welfare. Data relating to employment, industrial sector and 

wages are drawn from the Bureau of Labor Statistics Quarterly Census of Employment and Wages 

(QCEW) program. Data relating to local housing costs ï the primary driver of cost of living differences 

across regional economies ï is drawn from the Housing and Urban Development Department (HUD). 

Our provisional findings reveal that workers in the nontraded sectors of the economy receive modestly 

higher real wages in the most vibrant tech regions compared to regions with relatively fewer tech 

workers.  
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In parallel with other large emerging countries, the Brazilian economy has undergone profound 

industrial restructuring and technological change since the turn of the century, and through this 

experienced substantial growth. For most countries this period has been marked by the experience of 

growing inequality, labor market polarization, and rising informality. Yet during the last two decades 

Brazil has successfully reduced inequality and expanded economic opportunities to millions of poor 

people, most notably in relatively impoverished and underdeveloped regions such as the Northeast. 

Between 2002 and 2014, the Brazilian middle class expanded from 37% of the population to 60%, and 

the rate of informal employment declined from 55% to 30% (IBGE/PNAD 2016). This economic and 

social transformation is typically described as a top-down program of welfare state expansion initiated 

by the leftist government of Luis In§cio ñLulaò da Silva and his Workersô Party. However this narrative 

neglects the significant bottom-up efforts of street-level bureaucrats and workers themselves in driving 

these aggregate changes in the labor markets, and it neglects the legacies of previous eras of institutional 

reform, upon which the Lula government built, in shaping the tools available to contemporary planners 

and policy makers. 

  

The inquiry in this paper will serve as a corrective to elite-driven accounts of reform by using the lens of 

vocational training to explore trajectories of social mobility and mechanisms of inclusion in Brazil. I 

focus on the role of vocational training institutions in processes of social mobility because these have 

historically played a central role in skill formation and labor market incorporation for the working class 

(Cunha 2006). The paper will be guided by the following research questions: What is the structure of 

vocational training institutions, and how do public and private components of the institutional system 

interact with one another? Through what mechanisms are vocational training institutions connected with 

trajectories of economic growth and industrial upgrading? How do workers themselves use vocational 

training institutions in the pursuit of social and economic mobility? In order to understand the historical 

conditions which have shaped the present moment, this paper will explore these questions during three 

reform periods: the early developmental state (1930s and 1940s), the military dictatorship (1960s and 

70s) and the era of Workersô Party (2000s and 2010s).  

  

In brief, the research finds that the inclusionary reforms of the Workersô Party era were not cut from 

whole cloth, but rather they were assembled from institutional components that were introduced under 

earlier developmental regimes, which were decidedly not at all interested in questions of mobility and 

inclusion. Yet beyond recombining existing tools, the Workersô Party government introduced new 

elements, most notably racial and other quotas, to open up vocational training to segments of the 

population that had been previously excluded. The paper will also show that the reform of vocational 

training institutions required significant innovation among trainers and other street-level bureaucrats 

responsible for administering and delivering training services. Finally, it will highlight the risks that 
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workers assume in engaging with vocational training, and consider the non-economic factors, such as 

family and community, that shape and enable workersô decisions to pursue training. 
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Interest among scholars and practitioners in universities and hospitals as anchor institutions and in local 

ecosystems for innovative, knowledge-intensive entrepreneurship has directed the focus of many 

communities to health care and biomedical research as a source of economic development. One product 

of this interest, and of the uneven restructuring and transformation of regional health care systems, has 

been the proliferation of efforts to designate, plan, and coordinate investment and collaboration within 

inner-city clusters of biomedical institutions -- a version of what has recently been labelled "innovation 

district" (Katz and Wagner 2014). In an organizational sense, these efforts range from loose 

collaborations to formal organizations, which may be dedicated nonprofit partnerships, extensions of 

chambers of commerce and other development organizations, or public entities created and empowered 

by legislation. In a spatial sense, they may be identified by the presence of one or more academic 

medical centers or teaching hospitals, supports for the commercialization of research (e.g., incubators), 

and a variety of related land uses that distinguish the district as a space for health and biomedical 

activities. These "urban biomedical districts," in some cases, rival their CBDs as concentrated centers of 

employment. Their growth is only one example of how economic development practitioners and 

researchers have gradually reevaluated the potential for health and biomedicine to serve as a driver of 

urban development as the nation's health care economy has expanded, diversified, and restructured 

unevenly.  



 

136 

 

 

This paper takes a comparative approach to the pattern of development within urban biomedical districts 

in order to frame a dialog between health care and economic development planning. The empirical 

question concerns how cities "arrive at" similar policies through a mix of both local contextual factors 

and outside influences that shape policy (Robinson 2015). How do institutional isomorphism and 

socially constructed networks of policy knowledge shape the adaptation of policy across localities 

(DiMaggio and Powell 1983, Peck 2011)? The paper thus focuses on the degree of commonality and 

difference across several extant cases in their creation, development programs, organizational structure, 

and ability to sustain influence over development and promote collaboration among member 

organizations. In this case, equifinality, or the existence of multiple routes to the same end, is both a 

methodological problem and the key outcome of the study.  

 

From the perspective of economic development, health care is viewed as beneficial from two 

perspectives. First, health care is now among the largest sources of employment in every region 

(providing decent earnings to workers at a range of skill levels), and specific health systems often serve 

as one of a given region's largest employer (Harkavy and Zuckerman 1999). Second, biomedical 

research provides a major source of potential commercial innovation. However, these potential local 

benefits are closely tied to national processes of increasing cost and consolidation in the health care 

system. Local actors interpret opportunity through relational geographies of uneven development within 

cities, by processes of policy mobility between localities, and by conditions established at other scales of 

policy and regulatory development (i.e., state and national). 

 

Methodologically, the research relies on interviews with local stakeholders in the development of 

several urban biomedical districts; extensive archival research at three sites (Chicago, Houston, and New 

Orleans); and a broader scan of plans, promotional materials, and media at several additional locations. 

The findings raise questions for how local economic development not only ignore but marginalize 

debates over the costs and benefits of allowing biomedical health care to lead the transformation of local 

economies.   
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Urban Redevelopment in the New Berlin: An Update on the Europacity Masterplan 

 Ever since the fall of the Berlin Wall, scholars have traced the emergence of the ñNew Berlinò, seeking 

to explain its trajectory within the larger realm of comparative urban studies. Berlin was suddenly thrust 

into the brave new world of neoliberal urbanism about two decades after the onset of the world-wide 

Post-Fordist restructuring. My article reviews and analytically updates urban scholarship on the óNew 

Berlinô a quarter century after reunification. Post-1989 Berlin was generally interpreted as a city 

burdened by a complex, traumatic and divisive past that was now struggling to ñmake up new 

meaningsò for itself and as a time-compressed laboratory for the rapid unfolding of neoliberal urban 

restructuring processes. My paper has two main parts. First, I identify six storylines that dominated 

academic discourses about Berlin since the fall of the wall: 1. ñCity of Voids & Ghostsò - 2. ñCapital 

Cityò - 3. ñEuropean Cityò - 4. ñGlobal Cityò - 5. ñCreative & Cultural City.ò I discuss whether or not 

planning and land use development processes have ñnormalizedò in the last few years. I will then 

present a detailed case study of the so-called Europacity Masterplan area behind the new Central Station 

as a test case of where urban redevelopment is currently headed in the German capital. 
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Tax increment financing (TIF) is one of the primary financing tools extensively used in 49 states of the 

U.S.A. TIF captures future increases in property taxes generated by (re)development activities in a 

designated district in order to pay for the initial costs of infrastructure improvements and/or other 

financing expenditures for attracting those (re)developments activities into the district. TIF is originally 

used for funding the infrastructure for blighted area redevelopment. However, as TIF evolved in the past 
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decades, this important redevelopment financing tool is widely used as an instrument to promote general 

economic development, which usually leads to TIF-supported new development in sprawling suburbs.  

No nationwide empirical study has examined this trend of the current TIF usage in the U.S.A. The 

variances in statesô TIF practices as well as difficulties in obtaining local TIF activities data make 

studies on TIF usage extremely difficult. Instead, conducting studies on state TIF legislation may 

provide a portrait of TIF practices in the U.S.A. State TIF legislation provides requirements and 

restrictions on local TIF adoption and implementation, and has far-reaching consequences for the choice 

of TIF use at the local level. Although state TIF legislation will not necessarily show how TIF is actually 

being used at the local level, it can indicate the primary intention of the TIF usage at the state level and 

imply the possible usage of TIF at the local level. Thus, understanding the various rules, limitations, and 

the relative flexibility of TIF statutes of different states is vital in order for researchers and practitioners 

to know statesô priority development patterns that TIF is used for: redevelopment or new development. 

The existing nationwide studies on state TIF legislations are either out of date or piecemeal. None of 

these studies pay close attention to the development patterns for which TIF is used. This paper fills this 

gap by conducting a comprehensive review of the current state of TIF legislation in the U.S.A.  

 

This research conducts a content analysis and develops a typology of state-level TIF policies. State TIF 

legislation performance indexes are constructed based on five important factors in state TIF legislation: 

blight finding, but-for clause, permitted development types, eligible uses of TIF expenditure, and special 

programs or policies that promote certain types of development.  The provisions of these factors are 

closely related with the development types by either restricting or encouraging certain TIF usages. This 

study evaluates TIF legislation quality for all 49 states based on their performance regarding these 

principles.  

 

According to the results of the content analysis, this study categorizes states into types varying along 

one or more gradients based on the strength of state control on TIF usage or the priority of development 

projects for which TIF is used. In addition, this study identifies TIF legislation quality variations and the 

distribution among states. To further explain the geographic patterns of TIF legislationsô quality, the 

study conducts a correlation analysis between the TIF quality and the statesô contextual factors in terms 

of their political and socioeconomic characteristics.  

This detailed and comprehensive review of the current state TIF laws can help comprehend TIF policies 

and practices in the U.S.A. and inform regional- and local-level studies of TIF implementation and its 

effects on development patterns. 
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MEEROW, Sara [University of Michigan] sameerow@umich.edu, organizer 

LARSEN, Larissa [University of Michigan] larissal@umich.edu, proposed discussant 

 

This session focuses on the opportunities and challenges for planning green infrastructure to enhance 

community resilience. Green infrastructure refer to the network of vegetation in a city that provides 

social and environmental benefits, or ecosystem services, including improved public health, air quality, 

mitigation of the urban heat island, and wildlife habitat (Tzoulas et al., 2007). It is also increasingly 

advocated as a decentralized, nature-based alternative to ógreyô stormwater infrastructure (Wise, 2008). 

A growing number of government agencies, organizations, and cities around the world are investing in 

green infrastructure, often on the basis of its multifunctionality. Yet studies and plans often do not 

consider the full range of benefits, potential tradeoffs, or implementation and maintenance challenges 

(Keeley et al., 2013; Lovell and Taylor, 2013). Furthermore, if not carefully planned, green 

infrastructure can promote gentrification (Wolch et al., 2014). This session brings together scholars from 

5 universities in the US and UK who are developing innovative frameworks and models for 

collaborative green infrastructure planning. 

 

Objectives:  

¶ To learn about new participatory models and approaches for planning multifunctional green 

infrastructure. 

¶ To share insights on green infrastructure planning processes in different cities. 

¶ To identify common opportunities and challenges for green infrastructure planning. 

 

 

 

PRE-ORGANIZED SESSION: NEW DIRECTIONS IN WATER RESOURCE PLANNING  

Proposal ID 53: Abstracts 537, 538, 539, 540 

 

CHURCH, Sarah [Purdue University] church9@purdue.edu, organizer 

DYCKMAN, Caitlin [Clemson University] cdyckma@clemson.edu, proposed discussant 

 

Efforts to reduce impacts of nonpoint source water pollution, to reduce groundwater depletion, and to 

improve watershed health have seen some success. However even after decades of water resource 

planning efforts, water quality and quantity issues throughout the U.S. persist. Across urban and rural 

landscapes, there has been little increase in the adoption of best management practices for water 

pollution reduction and water conservation. In this panel, we discuss novel approaches to water resource 

planning from across the U.S., including a networked approach to conservation in agriculture, efficacy 

of film in bridging the urban-Ag divide, the emergence of farmer-led watershed councils, and landowner 

outreach in relation to groundwater management. Healthy and plentiful water resources are crucial to 

social and ecological health and traditional approaches to water resource planning is lacking. This panel 
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will provide a forum for exploring new directions in water resource planning through real world 

examples ï demonstrating new ideas that show some success in broadening participation in water 

resource management toward ecological and social well-being 

 

Objectives:  

¶ Through current project examples, participants will learn of new approaches to water quality and 

quantity planning, with specific attention paid to private landownersô land management decision 

making. 

 

 

IMPACTS OF AIR POLLU TI ON ON EVERY DAY LIFE  IN SHANGHAI  

Abstract ID: 1 
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DAY, Kristen [New York University] kday@nyu.edu, presenting author  

LIN, Lin [Xi'an Jiaotong-Liverpool University] Lin.Lin@xjtlu.edu.cn, co-author  

 

THE PROBLEM.  Ambient (outdoor) air pollution in China has increased with the countryôs rapid 

economic growth since the 1970ôs. This growth boosted energy consumption for power generation, 

industry, and development. Major sources of air pollution include factories, coal burning for energy, 

straw burning in rural areas, and, in urban areas, growing vehicle emissions (Chan & Yao, 2008; Kan et 

al., 2012; Gong et al., 2012). In most major cities in China, air pollution exceeds the World Health 

Organization (WHO)ôs guidelines for PM2.5 (a critical component of air pollution) by four or more 

times the annual limit (Lu et al., 2015). Poor air quality is not confined to Beijing or parts of northern 

China that are known for air pollution.  Air pollution in Shanghai, for example, has increased 

substantially in recent years.  In December 2013, Shanghai reported PM2.5 concentrations over 

600µg/m3ðabove the maximum AQI (Air Quality Index) value of 500. Historically, Chinese residents 

had limited awareness of the health impacts of air pollution, which include premature death, strokes, 

respiratory infection and irritation, brain function, cancer, and others (Wang, 2006). Increasingly, 

however, middle class and younger Chinese residents, especially, understand the negative health 

consequences of air pollution. Less is known about how air pollution impacts every day life and 

behavior, including impacts on transportation and activities, costs to households (both financial and 

opportunity costs), and psychological well being. This paper addresses the research question:  what are 

the impacts of ambient air pollution on Chinese residentsô every day lives in Shanghai? 

  

METHODS.  Research methods included in person interviews with 40 Chinese residents in November 

and December 2016.  Respondents were age 18 and older, and were residents of Shanghai for one year 

or more.  Most were middle income and highly educated, with a Bachelorôs degree or 

higher.  Respondents were identified through snowball sampling.  Interviews were conducted in 

Mandarin and English and lasted approximately 40 minutes on average.  Interviews were tape recorded 

and translated into English and transcribed verbatim.   Interviews were analyzed using an iterative 

process of descriptive and analytical coding and memoing.  Analysis was conducted using NVivo 

software for qualitative analysis.   

  

FINDINGS.  Residents do not assess air quality in isolation.  Rather, residentsô assessments of air 

pollution and its impacts on their lives depend heavily on their experiences of betterðand worseðair 

quality in other locations.  A majority of residents do not regularly check AQI ratings, though this 

information is readily available to most respondents through smart phones or computers.  Instead, 

residents rely on visual surveillance and on their own bodily responses to gauge outdoor pollution 
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levels.  One key impact of air pollution is on outdoor physical activity.  A majority of respondents 

reported that the primary change in their behavior was to eliminate outdoor exercise on high air 

pollution days, or to shift to indoor, often less vigorous physical activity. Residents also frequently chose 

to stay indoors and to avoid unnecessary outdoor activities on high pollution days, especially during 

winter months, when air pollution is worse.  Many residents changed travel modes to limit bicycling and 

walking on high air pollution days, in favor of taking the subway or taxis.  Many reported that ambient 

air pollution and the associated ñhazeò negatively impacted their mood.  Respondents linked air 

pollution with a pervasive concern about their own health and that of their family members. Air quality 

factored strongly as a consideration in decisions about where respondents would be willing to work or 

travel.  Some locations such as Beijing and Hubei Province were highly stigmatized for poor air 

quality.  Analysis of interviews is continuing. 

  

Findings have implications for the design of cities to promote walking and bicycling.  These findings 

demonstrate that it is insufficient to increase active transportation and recreation without also reducing 

air pollution, to ensure that active travel and recreation are healthy and desirable alternatives. Air quality 

has clear consequences for efforts to support domestic tourism and economic development in China. 
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Social media creates an interactive information communication platform for disaster preparedness, 

mitigation, response, and recovery. Recent research has analyzed the participation of social media in 

natural disasters, such as the Haiti Earthquake in 2010, Queensland floods from 2010-2011, Hurricane 

Sandy in 2012, and Colorado flood in 2013, but little research has paid attention to drought risk 

management. This study analyzed the social media sites of governmental agencies that were directly 

involved in Californiaôs Drought Task Force in the past historic drought. The results show that state 
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governmental agencies have used the popular social media platforms (Facebook, YouTube, and Twitter) 

as communication channels with professional stakeholders and the general public. The major functions 

of social media in the California drought risk management process included one-way information 

sharing, two-way information sharing, situational awareness, rumor control, reconnection, and decision-

making. However, social media was not active in donation solicitation and volunteer management. The 

two-way communication still stayed in relatively surficial levels with limited comments and inadequate 

conversations. A gap existed to reconnect public social media domain and personal social networks, 

even though drought risk was closely related to everyoneôs daily life. During the California drought, 

Facebook worked actively in two-way information sharing for drought risk information and water 

conservation strategies; YouTube was a robust platform that attracted large number of views on drought 

videos; and Twitter played an effective role in reconnection of social networks to expedite drought risk 

information dissemination. The research methods improve our understanding on the role of 

governmental social media in disaster risk management and water resources planning.      
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The drive to develop renewable energy sources to reduce CO2 emissions is growing and the best 

solutions are those that advance a regionôs competitive advantage. In the northwestern US woody 

biomass from post-harvest forest residuals is an abundant bioenergy feedstock. Forest-based bioenergy 

development could create new markets for forest residues, decrease excess fuel loads, improve air 

quality by reducing slash burning, and provide economic opportunities for forest-dependent 

communities. As a result, many entities are exploring a range of options at multiple scales. The literature 

on social perceptions of forest-based bioenergy suggests cautious support, but other research shows 

proposals for bioenergy projects can be met with community opposition that can slow or stop 

development. Thus, understanding stakeholdersô perspectives is critical to the long-term viability of 

bioenergy projects, especially with respect to facility siting. 
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Our study examines factors influencing stakeholder support for forest-based bioenergy. We report on 

two studies: a large-scale regional survey of stakeholders in WA, OR, ID, and MT, and a county-level 

case study of residents in two counties on Washingtonôs Olympic Peninsula. The two-tiered data affords 

the ability to examine larger-scale regional trends, and local level trends, where differences become 

more apparent, and potentially more salient for locating industries.  

  

Findings from the four-state survey show benefits and worries perceived by stakeholders are strong 

indicators of their level of support for forest-based bioenergy. Benefits, the strongest indicator, include 

both socioeconomic (jobs, rural economic boost, and reduced dependence on foreign oil) and 

environmental (offset climate change, and lower environmental impacts than fossil fuels). The case 

study was conducted using adjacent counties with similar geographic and economic conditions. Clallam 

County residents, who focused more on benefits and downplayed concerns, showed a higher level of 

support than Jefferson County residents, who mentioned concerns and downplayed benefits.  

  

These findings have implications for bioenergy siting. There may be general support at the regional 

level, but at the local level, if residents are not supportive, proposed developments could be stymied. 

The paper concludes with recommendations on educating and engaging citizens early in the decision-

making process for forest-based bioenergy development. 
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As I prepare this abstract, Congress is considering President Trumpôs drastic budget cuts to the U.S. 

Environmental Protection Agency (EPA).   Assuming the cuts are made, this will not be the first-time 

EPA programs have eliminated through Presidential agenda carried out via budget cuts.  The EPA once 
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had an Office of Noise Abatement and Control, which promulgated regulations for The Noise Control 

Act of 1972 (NCA), and its amendment, the 1978 Quiet Communities Act (QCA).  The purpose of the 

NCA was to ñpromote an environment for all Americans free from noise that jeopardizes their health or 

welfareò and it did so primarily through efforts to promote and coordinate Federal noise control research 

and create noise emission standards for construction equipment, transportation equipment, motors and 

engines, and electrical and electronic equipment.  The QCAôs major initiative was the Quiet 

Communities Program which assisted local, state, and regional governments build capacity for 

controlling noise and create noise abatement plans for major sources of noise, including transportation 

facilities.    

 

But in 1981 the Reagan Administration de-funded the Office of Noise Abatement and Control, and 

while the laws remain intact, without any staff or funding, the acts were effectively abolished.   Ever 

since, noise control in the U.S. is completely left to the purview of state and local governments. 

Currently, nine U.S. states have comprehensive statewide noise control regulations and hundreds of 

cities have local noise control laws.   Yet, the problems of noise pollution are a still a significant 

environmental health issue across much of the U.S.  

 

Based on a literature review and analysis of primary source documents, including local noise ordinances 

and noise mapping data, this research will highlight the status of state and local efforts to control 

noise.  It will discuss preliminary findings from case study research on how local health departments 

work with police and planning departments to control noise.   The paper will briefly discuss the impacts 

of the devolution on noise pollution policy and research.    It will highlight some of the reasons why 

Reagan targeted noise control, but mostly it will focus on how state and local governments have 

responded.   Throughout the paper, I will explicitly link to planning ï the academy and practice ï and 

discuss our roles in noise pollution control.  
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 Ensuring availability of sufficient water for urban areas in the present and in the future is an 

extensively researched topic. The US EPA estimates that nationally, about one-third of all residential 

water is used for landscape irrigation, totaling to 9 billion gallons per day. In Utah, single family 

households use about 65% of their total water outdoors. Often, yards are watered more than required. 

This may be due to timed and faulty sprinklers, and lack of knowledge about how much water is actually 

required. Water conserving behavior such as testing sprinklers, estimating the amount of required 

landscape water and installing an efficient lawn watering system may reduce outdoor water use, which 

contributes to the larger goal of water conservation. 

 In this research, we are interested to know how and why households adopt water saving 

behavior. There are two research questions which we want to answer. First, does adoption of water 

saving behavior vary by city? Second, what influences a household to engage in water saving behavior?   

 Previous research has indicated that demographics and other parcel-level factors such as lot size 

and age of house are strong predictors of household water conservation (DeOreo, 2011; Wentz et al, 

2007; Arbues et al, 2003). A survey was conducted in three cities in Utah ï Salt Lake City, Logan and 

Heber, to understand peopleôs motivations in adopting water saving behavior. In Utah, Salt Lake City is 

the largest city in terms of population, Logan is a medium sized city, and Heber is a small city. A study 

across different city sizes would help generalize results, which was why these three were chosen. 

Information on demographics, home ownership status, perceptions of water availability, and watering 

habits and behavior were collected.  

 Survey data was analyzed by binomial regression. Results suggest that households in different 

cities behave differently in terms of water saving behavior. Results also suggest that renters and non-

white families self-report as poor adopters of water saving behavior, and families with low income and 

no college education need incentive and help to engage in water saving behavior and other 

environmental actions. 

 Results indicate that water conservation and water demand reduction strategies must be built 

around target groups, as different residential user groups think of, and use water differently. Results may 

have greater implications in policy making in cities for water use.  
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The New Jersey Climate Adaptation Alliance (NJCAA) comprises more than 30 public, private, and not-

for profit organizations throughout New Jersey. The NJCAA is facilitated by staff researchers and 

faculty at Rutgers University. At the behest of its members, the NJCAA convened a Science and 

Technology Advisory Panel (STAP), composed of a pair of committees of scientists and practitioners, to 

develop guidance for adapting to future coastal flood risks. Using an approach similar to Vella et al. 

(2016), we analyze (1) semi-structured interview notes, (2) working group notes, (3) participant 

questionnaires, and (4) federal, state and local planning guidance that informed the STAP deliberations. 

By offering opportunities to deliberate varied perspectives on adaptation planning guidance, the NJCAA 

process enabled scientists and practitioners to collaboratively craft guidance that employs several 

communication strategies to span the stated preferences of practicing professionals. 

  

Boundary organizations can play a unique role in the development and implementation of adaptation 

guidance for urban planning. Lemos et al. (2014) describe the effectiveness of linking boundary 

organizations through óboundary chainsô in the Great Lakes region of the United States to enhance the 

implementation of adaptation actions in plans and projects.  Vella et al. (2016) describe a regional 

governmental organization that, while successful in enhancing collaboration among government entities 

in Southeast Florida, was challenged in engaging private sector participants successfully engaged by the 

óboundary chainsô approach in the Great Lakes region (Lemos et al., 2014). Specialized planning 

processes, such as hazard mitigation planning, can also constrain comprehensive assessments of flood 

risks based on the limited objectives of the planning process (Highfield et al., 2014). Mindful of calls to 

improve collaborative approaches between scientists and practitioners for climate adaptation 

(Mastrandrea et al., 2010), the NJCAA began the developing a deliberative approach for 

comprehensively considering sea-level rise and coastal storms for New Jersey in fall 2015. 

  

The NJCAA organized two working groups of (1) scientists and (2) practitioners to develop state 

guidance that would incorporate expertise and participation across different areas of professional 

practice, including urban planning, engineering, coastal ecology, public health, and other professions 

(Kopp et al., 2016). NJCAA facilitators posed charge questions to each working group that reflected the 

need to focus on assessing the robustness of scientific evidence for future changes in local sea level rise 

(SLR) and coastal storms, and the ways that practitioners could use the scientific evidence in urban 

planning processes considerate of social, environment, and economic outcomes (Kopp et al., 2016). 

NJCAA staff, including research team members, facilitated three formal meetings of the working 

groups, held in-person interviews with working group participants, and conducted additional interviews 

and focus groups outside of the working groups when participants recommended additional perspectives 

from other areas of professional practice. We use a combination of methods from Vella et al. (2016) and 

conceptual frameworks from Lemos et al. (2014) to analyze the notes, questionnaires, and other process 

documentation created throughout the development of the final guidance for practitioners. 
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Interviews, working group observations, and participant questionnaires reveal practitioners value 

choices and illustrative examples when deciding how to interpret and communicate future flood hazards 

and adaptation alternatives within different planning processes. Furthermore, our analysis supports 

employing several communication strategies in state guidance that address practitioners concerned with 

the height of future flood exposures relative to physical infrastructure, rates of SLR for adaptive 

ecological systems, and the increasing frequency of exposure to nuisance flooding. Interviews and 

questionnaire responses also suggest professionals gain from the capability to relate different methods of 

communicating SLR, in addition to instructions on choosing between scenario-based or probabilistic 

communication techniques in different process circumstances. We conclude by examining the NJCAA 

position in the óboundary chainô and the implications of future organizations acting on a collaboratively 

developed scientific basis for adaptation planning. 
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From upgrading out-of-date infrastructure systems, to building new infrastructure to support growing 

populations, public infrastructure is a critical concern for cities around the world. An important factor in 

developing safe and effective infrastructure projects are permits, which ensure that projects provide the 

benefits they promise without harming the environment. However, while permits are critical for 

preserving habitats and protecting air and water quality, the complexity of the environmental permitting 

process often results in longer review times, increased administrative costs, and overall delay of 

potential benefits to come from the project (Decker 2003; Kosnik 2006; Hammah 2015). As proposed 

infrastructure is increasingly innovative (and unfamiliar to permitting agencies), these costs are expected 
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to grow. Identifying ways to hasten the environmental permitting process without compromising 

environmental rigor is important for enabling governments to create resilience-building infrastructure 

efficiently and effectively.  

  

Despite the ubiquity of permitting as a tool for planners to mitigate environmental harm, the extant 

literature has paid little attention to how permitting occurs and whether the process is effective. The few 

studies that do exist tend to be siloed, with engineers only considering environmental and project 

factors, legal scholars evaluating the regulatory regime, and political scientists focusing on social and 

political factors. However, according to interviews, these features all play a role and interact in 

interesting ways (summarized in a recently-published framework of factors hypothesized to affect 

permitting efficiency and effectiveness) (Ulibarri, Cain, and Ajami 2017).  

  

This paper presents an empirical evaluation of factors affecting permitting delay. Using a novel dataset 

of Clean Water Act Section 404 permits issued for projects in the Southwest US, I evaluate the 

relationship between time to permit and characteristics of the projects, applicant organizations, the 

regulatory regime (including which other permits were required), and level of collaboration between 

permitting agencies and applicants. Data were compiled from permit public notices and a survey of 

permit applicants. A survival analysis is used to model the relationship between time to permit and the 

hypothesized mechanisms.  

 

This analysis provides empirical evidence of which factors are most prominent in leading to permitting 

delays, offering critical information for local, state, and federal regulatory agencies to redesign their 

permitting approach. This has many potential impacts for the practice of planning, from local land use 

agencies developing new ordinances to environmental planning consultants shepherding projects 

through for developers. Additionally, by evaluating the effect of agency-agency and agency-applicant 

coordination, this work contributes to our understanding of when and why collaborative, networked 

approaches to environmental planning and management are effective (Margerum 2011). 
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Theoretical Context and Questions 

In the face of climate change there is an emerging consensus among researchers that local 

transformations are necessary in order to avoid the most catastrophic of losses.  Specifically, when it 

comes to rising sea levels in the San Francisco Bay, increased flooding and habitat loss are among the 

greatest concerns.  Based on the conception of transformation from Geels we are interested in 

understanding how a switch from single purpose protective infrastructure to multi-functional landscapes 

can be achieved (2002).  In this context our research explores three critical questions regarding the 

potential transformation of coastal infrastructure in the San Francisco Bay: 1) Where could coastal 

infrastructure be transformed? 2) What would it cost to shift from static landforms as our means of 

protection to multi-functional landscapes? and 3) How are the cost distributed between different 

communities? 

 

Approach and Methods  

In our analysis we use sea level rise data developed by the US Geological Survey and shoreline 

infrastructure data from the San Francisco Estuarine Institute (SFEI) to assess potential transformations 

of over 150,000 shorezone segments.  To do so we use the following four key steps.  First, we apply the 

swarm planning concept developed by Roggemma to identify potential sites for transformational change 

(2012).  Second, we apply a reclassification scheme to match SFEI data with the simplified typology 

developed by Hill (2015).  Third we use a rapid assessment of overtopping to determine which 

shorezone infrastructure will experience flooding under which sea level rise and storm surge 

scenarios.  Finally, based on project specific cost estimates we evaluate the potential for different 

climate adaptation strategies.   

 

Preliminary Findings and Contributions 

The preliminary findings suggest that some sites around the San Francisco Bay lend themselves more to 

transformations of protective infrastructure.  Additionally, our work shows that switching strategies can 

be cost effective and that using multi-functional landscapes is a viable option for climate change 

adaptation.  We also find in our preliminary results that cities with lower revenue streams will bear a 

greater cost burden than those with higher revenue streams.  This work contribues to the literature on 

climate adaptation planning and local practice, by proposing a method for a cost benefit analysis in the 

context of sea level rise.  Moreover, our work contributes to regional planning efforts, by identifying 

sites where innovative approaches can be tried and where regional and state agencies may best be able to 

help local governments.   
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Climate change has profound implications for urban settlements, and cities worldwide have emerged as 

leaders of adaptation innovation and implementation despite the absence of national mandates, 

incentives, or support for climate adaptation. In these efforts, local practitioners rank learning from peers 

as one of the most important sources of climate adaptation information to cope with the overwhelming 

complexity and uncertainty of climate impacts. Networks provide an opportunity for cities to exchange 

information and learn from each other have been demonstrated to motivate, enable, and shape adaptation 

at the municipal level (Kern and Bulkeley, 2009). Through networks, member cities can access 

resources for adaptation planning, gain knowledge about their climate vulnerabilities and potential 

adaptation strategies, and develop political support for action. 

 

Two distinctive sets of networks have emerged: dispersed transmunicipal networks and place-based 

metropolitan networks. On the one hand, trans-municipal networks for climate change, such as the 

Rockefeller Foundationôs 100 Resilient Cities and Dutch Delta Cities, connect elite cities around the 

world and provide them with technical assistance, financial resources, and new national or global 

platforms. Seen from this perspective, "global" cities share more in common with one another than with 

neighboring jurisdictions (Sassen, 2002). On the other hand, new adaptation initiatives, such as the 

Southeast Florida Regional Climate Change Compact and regional climate collaboratives in California, 

are deeply grounded in managing the localized impacts of climate change on existing metropolitan 

regions.  

 

Advocates of climate adaptation, and of climate action more broadly, have supported both types of 

networks as necessary to advancing adaptation on the ground. However, the two types of networks 

mobilize different sets of actors and political agendas, and require critical evaluation and reflection on 

the benefits they provide and unintended consequences. 
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The panel combines academic thinkers who approach environmental networks from different theoretical 

approaches with practitioners of climate adaptation. It seeks to understand from both pragmatic and 

critical perspectives the similarities, differences, contradictions, and intersections of these two forms of 

planning networks. How do these networks articulate goals for adaptation, resilience, and sustainability? 

Who has access to these networks and how do their members benefit? Who is left out? Do these 

networks operate synergistically, in parallel, or even at odds with one another? Do they reinforce 

existing uneven development or layer on a new geography of uneven development in what Hodson and 

Marvin (2010) call "ecological enclaves"? In what ways do or could networks ï spatial and aspatial ï 

facilitate more equitable and ecologically sustainable development? 

 

References  

¶ Hodson, M., & Marvin, S. (2010). World Cities and Climate Change: Producing Urban 

Ecological Security. Maidenhead, UK, and New York: Open University Press. 

¶ Kern, K., & Bulkeley, H. (2009). Cities, Europeanization and Multi-level Governance: 

Governing Climate Change through Transnational Municipal Networks. JCMS: Journal of 

Common Market Studies, 47(2), 309ï332. 

¶ Sassen, S. (2002). Locating Cities on Global Circuits. Environment and Urbanization, 14(1), 13ï

30.  

 

Key Words:  

climate change, adaptation, resilience, networks, regional 

 

 

ASSESSING THE INFLUENCE OF HAZARD MITIGA TION PLANNING IN THE  WAKE OF 

HURRICANE MATTHEW  

Abstract ID: 185 

Individual Paper Submission 

 

LYLES, Ward [University of Kansas] wardlyles@ku.edu, presenting author  

SUTLEY, Elaina [University of Kansas] enjsutley@ku.edu, co-author  

BERKE, Phillip [Texas A&M University] pberke@arch.tamu.edu, co-author  

 

Since passage of the Disaster Mitigation Act of 2000 (DMA), federal, state, and local governments have 

invested hundreds of millions of dollars in pre-event hazard mitigation planning, particularly in coastal 

states. Pre-disaster local mitigation planning prioritizes actions to reduce hazard risks through 

empirically grounded professional analysis and participatory goal setting involving the public 

(Masterson et al. 2014). Disaster recovery decision-making processes provide critically important 

windows of opportunity for reducing future hazard risks by learning from and avoiding past activities 

that contributed to risk and losses (Berke et al. 2015, Smith 2012). Current policy and theory assumes 

deductively that developing a local pre-disaster mitigation plan should result in better post-disaster 

decision-making and result in more effective long-term risk reduction. Yet, such assumptions have 

received minimal testing. Recovery from Hurricane Matthew, which hit the southeastern United States 

coast in October 2016, presents the perfect opportunity to test these assumptions.  

  

This research extends understanding of if and how hazard mitigation plans are used in disaster recovery 

processes and provides policy makers and practicing planners insights on better coordinating long-term 

mitigation efforts and recovery efforts. We leverage the natural experiment presented by Hurricane 

Matthew and conduct web-based surveys of local officials leading hazard mitigation and recovery 

processes. The sample consists of counties and cities included in Matthew disaster declaration areas in 
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North Carolina, South Carolina, Georgia and Florida. We couple our data with multiple extensive 

datasets on hazard mitigation planning and implementation collected previously as part of a six-year 

national study of DMA planning (Berke, Lyles, Smith 2014, Lyles, Berke, Smith 2016). This coupling 

enables longitudinal analysis of jurisdictions in three impacted states, namely Florida, Georgia, and 

North Carolina. Survey questions focus on the use of hazard mitigation plans during the post-Matthew 

recovery process. The resulting data documents usage of mitigation plans in post-disaster decision-

making, the deliberations and rationales for recovery decisions, and stakeholder perceptions of the 

impact of mitigation planning.  

  

Notably, the study overcomes two barriers to systematic analysis of the relationships between mitigation 

planning and post-disaster decision-making. First, few large datasets exist on pre-disaster hazard 

mitigation planning. Second, natural disasters have not occurred in places that align with the few large 

datasets that do exist. Moreover, studies of pre-disaster mitigation planning have largely focused on 

plans as ends unto themselves and studies of disaster recovery have largely focused on single-case 

studies. Collecting data on local decision-making in the wake of Hurricane Matthew and linking the 

perishable data to pre-existing datasets on mitigation planning that align perfectly with the hurricaneôs 

track in October 2016 provides a unique opportunity to critically and empirically examine theories and 

assumptions about the influence of pre-disaster mitigation planning. 

  

Analysis of the combined datasets through multivariate regression analysis and qualitative case studies 

enables us to test the general assumption that localities with higher quality mitigation planning engage in 

more informed and efficient post-disaster decision-making that can more effectively reduce long-term 

hazard risk. 
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Long-term recovery involves the reestablishing of patterns of everyday life for affected households and 

potentially improving their resiliency to future disaster events. There is growing evidence that recovery 

is a highly dynamic and constantly evolving process-- a household's recovery needs often change over 

time and its recovery trajectory depends on decisions made by other stakeholders. Yet, most studies 

continue to examine at household recovery in isolation and at a cross-section in time, instead of over 

time as part of a system. The lack of such a longitudinal and interactive perspective limits our ability to 

provide aid and assistance that is relevant to households both, in the immediate aftermath of a disaster as 

well as over time as the process evolves. 

 

In this paper, we examine long-term recovery trends based on three annual household recovery surveys 

conducted between 2013 and 2016 in fifteen zip codes of New York City, NY severely affected by the 

2012 Hurricane Sandy, as well as over 30 key informant interviews held with households, non-profits 

and local officials in New York City. Using descriptive statistical analysis and content analysis methods, 

we conclude on evolving recovery priorities of households over time, changes in their relationship with 

primary (family, friends and neighbors) and secondary (local and extralocal agencies) social groups, and 

how this relates to the changing recovery aid environment in New York City. Funding for this study was 

obtained from the National Science Foundation and the Natural Hazards Center at Boulder, Colorado.  
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Urban trees yield a wide array of benefits, from micro-climate regulation to aesthetics. However, in 

many cities of the semi-arid west, trees do not grow naturally without irrigation, which raises the 

question of how much of a city's constrained water budget should be invested in supporting such 

vegetation. Western water utilities are increasingly working with city foresters to tackle this question but 

considerable uncertainty remains. This research contributes information to the debate by analyzing yard 

irrigation in the Denver metro area. The presentation both frames the planning and policy issues around 

water use for tree irrigation in semi-arid cities and details findings of our data analysis. Our analysis 

modeled shade in residential yards over the course of the day in the summer months using high 

resolution LiDAR (Light Detection and Ranging) data. Vegetative composition of each yard was also 

classified using color infrared aerial imagery and LiDAR data. Individual water consumption by parcel 

for peak summer months was obtained for several municipalities in the region from utilities. Irrigation 

consumption was estimated by subtracting baseline average winter consumption rates from average 

summer rates. Within the population sample, each parcel's exterior summer water consumption was then 

regressed against factors such as: amount of tree, grass and shrub coverage in the yard; tree type 

(coniferous/deciduous and species); tree height; amount of tree shade hitting irrigable surfaces; and 

amount of impervious area, among others. Our intent is to validate this using a set of recently developed 

modeling equations for estimating transpiration rates of irrigated urban yard trees, for which we have 

obtained all the necessary input parameters (Litvak, McCarthy and Pataki 2017).  Our analysis will also 

address the extent to which the relationship between irrigation rates and yard vegetation is mediated by 

social or policy factors such as homeowner association rules, which have been found to significantly 

affect yard irrigation rates (Wentz et al. 2016). While it seems intuitive that more vegetation should 

equate to more irrigation, our preliminary findings suggest a more complex set of relationships. The 

quantity of grass is strongly correlated with irrigation but we see no clear and significant relationship 

between mature tree cover and irrigation. More importantly, the amount of tree shade is significantly 

inversely correlated with irrigation, suggesting that large canopy trees decrease water stress on 

underlying and nearby turf grass, which is the primary target of most homeowners' irrigation efforts, a 

result consistent with recent literature (Litvak, Bijoor and Pataki 2013). Previous research and anecdotes 

from water and landscape managers suggests a potential explanation: homeowners tend not to irrigate 

mature trees, whose survival may potentially be attributable to a combination of incident infiltration 

from nearby lawn irrigation or taproot access to groundwater/ leaky sewer or storm lines (Bijoor et al. 

2012)--in essence yielding a form of water recycling. These preliminary results, therefore, suggest that 

for those homeowners who wish to maintain lush lawns, shade-producing canopy trees may serve to 

save more water than they use, although further analysis is needed to confirm this and determine how 

this varies with context and conditions.  Findings from this research will help water utility managers and 

urban foresters in the West make more informed decisions about how much to plant, where to plant, 

what to plant, and how to manage vegetation once planted. It will also help western cities better plan for 

future climate change adaptation through scenario modeling (Gober et al. 2010), as rising temperatures 

and reduced precipitation change the water requirements for yard vegetation and add further constraints 

to urban water budgets. 
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It has been suggested that the way we design and develop our cities can influence energy use in 

residential sectors significantly, but the relationship between urban forms and residential energy 

consumption still remains unclear (Ko, 2013). In particular, the relationship can vary across seasons 

(Wilson, 2013), as well as surrounding socio-economic and physical conditions. For instance, while a 

compact development is often found to be correlated with a higher level of energy efficiency (Ewing and 

Rong, 2008), it can also lead to an increase in local temperatures due to reflected heat from pavement in 

urban areas and thereby prompt residents to consume more cooling energy (Stone and Rodgers, 2001). 

This study investigates how various dimensions of urban forms are associated with residential energy 

consumption, with explicit consideration of the possible seasonal variation, using detailed building 

energy use information from the City of Chicago. More specifically, by employing a spatial econometric 

model, it analyzes the effects of a group of urban form indicators (including density, edge contrast, 

imperviousness, and vegetation) on the amount of residential building energy use in each season and the 

energy consumption ratios between seasons. In doing so, attention is also paid to the sensitivity of the 

results to the (spatial) scale of measurement.    

 

The results show that while a higher density generally reduces the amount of residential energy 

consumption per housing unit, it is likely to increase the ratio of summer energy use. Impervious surface 

is also found to increase the amount of energy use in summer perhaps due to the urban heat island effect, 

whereas it tends to reduce the ratio of energy use in winter compared to the baseline (normal) season. 

Vegetation measured in the normalized difference vegetation index shows a reduction effect on energy 

use throughout seasons, but the magnitude is much greater in summer than other seasons, suggesting 

that plants would provide a large amount of cooling benefits in the study area. 

 

Urban planners have paid considerable attention to urban form as a key determinant of energy use and 

possible ways to improve or modify our built environments to increase energy efficiency. The present 

study suggests planners to revisit traditional implications of urban forms with the consideration of 

complicated and dynamic interactions with other conditions. In addition, it is important for planners to 

take more prudent and sensitive approaches toward urban forms as tools of energy conservation policies 

because many urban forms can have different impacts on residential energy consumption in different 

seasons. 
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Rapid urban growth and an increase in the amount of impervious surfaces in cities induces changes in 

the urban climate that is generally warmer than the rural surroundings. This phenomenon is well known 

as the urban heat island (UHI). In urban areas, a considerable amount of the impervious surface 

comprises road surface covered by concrete or asphalt, and the radiant temperature of the road surface is 

one of the major heat sources that causes UHI (Park et al., 2016). Furthermore, the road is essential part 

of daily living space for community life, thus the thermal condition of the road is one of the important 

factors that determine the quality of the urban environment.   

  

Accordingly, considerable number of studies have examined the associations between the built 

environment and thermal conditions. Those have reported that micro-scopic features such as road width, 

height/width ratio of the buildings, sky view factor and orientation of road are influential factors in 

changing the thermal conditions of the roads (Eliasson and Svensson, 2003; Kolokotroni and Giridharan, 

2008; Coseo and Larsen, 2014). However, the study that accounts for both macro characteristics of the 

city such as the geographical characteristics and the micro built environment is rare. The purpose of this 

study is, using near-surface air temperature measured from 51 sensors in the city, to examine how 

different geographical features of urban road affect thermal conditions of the road while climate 

conditions and other physical characteristics of the roads are controlled. The study city, Ulsan, Korea, is 

a coastal city that contains diverse geographical features. Air temperatures of the city were collected 

from January 1st to December 31th in 2016. 

  

Analysis in this study consists of two parts. The first part is diurnal cycles of urban heat island intensity 

(UHII) of road with different geographical context. The UHII is defined as the air temperature difference 

between a location in a specific geographical context and reference rural locations at a specific time. In 

the second part, we conducted statistical analysis to examine the influence of four geographical contexts 

of the roads for daytime and nighttime in summer and winter season on UHII, while controlling other 
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physical factors of road and meteorological characteristics. Physical factors of the road includes distance 

to city center, building surface fraction, road width, sky view factor, street orientation, and 

meteorological features are relative humidity, wind speed, cloud cover. Since the physical characteristics 

of road has spatial variability while meteorological characteristics varies in time, we conducted a 

multilevel modeling. 

  

The study results showed that there are significant differences in UHII pattern for different geographical 

contexts of road. In summer, average UHII of the roads located near the coast, river, and natural green 

space were 1.8ᴈ, 0.6ᴈ, and 0.4ᴈ lower than those located in built-up area in daytime (9am to 5pm), 

respectively. In nighttime (9pm to 5am) only the roads located near the natural green space showed 

lower UHII than built-up area. In winter season, daytime (11am to 4pm) UHII had similar pattern with 

summer, but there was strong UHII in roads located near the coast in nighttime (9pm to 7am).  

  

Proximity to the coast and rivers has larger influence on lowering the daytime atmospheric temperature 

than the natural green spaces. But atmospheric UHI become more pronounced during nighttime due to 

the slow release of the heat from urban infrastructure. The study findings imply that, to alleviate the 

tropical weather phenomenon in summer, natural green spaces near urbanized areas are required to be 

conserved.  
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In the U.S., extreme heat is the most deadly weather hazard. Between 1986 and 2015, an average of 130 

people a year died due to extreme heat. As a result of climate change, the intensity, frequency, and 
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length of extreme heat events is projected to increase. Consequently, heat related mortality and illness 

and are projected to increase as well. 

 

As with other natural hazards, vulnerability to heat is not simply a function of temperature; vulnerability 

is dependent the characteristics of the population that determine its ability to anticipate and respond to 

extreme heat events. The elderly, infants, and people with chronic respiratory and cardiovascular 

diseases are physically more susceptible to excessive heat. The poor and socially are also more likely to 

suffer from heat illness and mortality due to the lack of access to resources and networks to respond and 

cope with exposure.  

  

The built environment may exacerbate the risks of extreme heat among the most vulnerable populations. 

People that lack the resources to cope with extreme heat also tend to live in neighborhoods with greater 

exposure to heat stress due to sparse vegetation, lack of open space, and high impervious surface cover.  

  

There is growing recognition that proactive planning can prevent many of the adverse health effects of 

extreme heat. The U.S. EPA encourages cities to increase tree canopy, install green roofs, and employ 

other greening techniques to reduce urban heat. Many cities have followed these recommendations and 

developed plans to mitigate future heat risks. In this presentation, I will examine how green 

infrastructure in the Chicago Metropolitan Area can reduce temperatures in the most vulnerable 

neighborhoods.  

 

In July 1995, a heat wave killed more than 700 people in Chicago. Analyses of the event found that 

individuals that had pre-existing medical conditions, that were socially isolated, that did not have access 

to air conditioning, and lived in poor neighborhoods were at greatest risk of dying. Heat remains an 

issue in Chicago; with climate change the city may experience a six fold increase in days over 100°F. 

The city has taken proactive action to green the neighborhoods with highest temperatures; in particular, 

Chicago has become a leader in the installation of green roofs. These actions are highlighted in 

Chicagoôs climate action plan.  

 

By combining social vulnerability indices with climate modeling, I address three questions: Are the 

most vulnerable populations in Chicago currently exposed to higher temperatures? How will climate 

change affect the relationship between vulnerability and exposure? And, lastly, can green roofs reduce 

temperatures in the most vulnerable neighborhood? 

 

The findings of this research advance planning scholarship and practice, by further exploring the tension 

between environmental planning and equity. Climate change adaptation occurs within a landscape of 

inequities in exposure to hazards and access to resources. Understanding these patterns and how our 

plans and actions may affect these patterns in the future is critical in creating more sustainable and urban 

environments. While many argue that climate change adaptation must create transformational change 

that redistributes resources within our communities, whether adaptation actually improves distributive 

outcomes remains an open question. This research provides new insights into these important questions 

and provides a template that could be used for exploring other climate hazards. 
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As Southern California becomes hotter and dryer, the regionôs notorious wildfires are likely to increase 

in both frequency and severity. However, the climate is not the only variable changing. Urban 

development and ecological disturbance continue to expand into the wildland-urban interface, rendering 

an increasing amount of urbanized land vulnerable to wildfires. At the same time, more low-income 

people of color are moving out of central cities and into inner-ring suburbs, even as desirable open 

space-adjacent neighborhoods remain predominantly white and upper-income. Managing wildfire risks 

requires investing public resources in risk mitigation, fire suppression, and post-fire recovery. An 

increasingly diverse suburban population may therefore be footing the bill to maintain open spaces to 

which they currently have little access. This paper synthesizes insights from urban planning and ecology 

to address the following question: how do the populations living inside and outside wildfire-prone areas 

compare in terms of poverty and race, and how has this changed since the 1970s? 

 

This paper uses Orange County, California as a case study. With its increasingly diverse population, 

Orange County is prototypical of American suburbiaôs future. And with an expanding wildland-urban 

interface, Orange County is an ideal site to analyze the changing geography of ecological and social 

vulnerability. Four time periods are examined: the 1970s, 1980s, 1990s, and 2000s. For each decade, the 

proportions of residents who are nonwhite and the proportion who are below the poverty line is 

measured at the census tract level, using data from the corresponding decennial census. Census tracts 

that intersect with the boundary of any fire occurring in that decade (as mapped by the State of 

Californiaôs Fire and Resource Assessment Program) are classified as wildfire-prone areas. t tests are 

then used to determine if these areas significantly differ from the rest of the county in mean poverty rate 

and mean proportion of nonwhite residents. 

 

The preliminary results indicate that wildfire-prone areas have had consistently lower poverty and fewer 

nonwhites than the rest of Orange County. In addition, these two populations have been significantly 

and increasingly diverging since the 1970s. These findings have significant implications for 

environmental justice. If low-income communities of color continue to have little access to open space, 
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then public investment in wildfire management in the wildland-urban interface will primarily benefit 

affluent local residents. As Orange Countyôs population grows increasingly diverse, such an imbalance 

could imperil future political support for wildfire management. As environmental and demographic 

change reshapes suburbia, researchers must synthesize insights from ecology and planning to ensure that 

wildlands are protected in a socially equitable manner that ensures all residentsô future enjoyment of this 

natural resource.  
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 Disaster losses in the United States are growing at an unsustainable rate, outpacing population 

growth over the past three decades (Gall, Borden, Emrich, & Cutter, 2011). Yet, in most cases hazard 

mitigation and other forms of resilience planning remain fragmented from other local planning efforts 

(Berke et al., 2015). Surprisingly, there is still a limited connection between disaster resilience and green 

infrastructure (GI) objectives in local plans, despite the fact that ecosystem services provided by urban 

GI features such as parks, open spaces, conservation areas and greenbelt networks have been identified 

as an essential element of community resilience (Benedict & McMahon, 2012; UNISDR, 2015). 

 A key challenge limiting the consideration of GI approaches for urban resilience in practice is 

the lack of a methodology for assessing and comparing multiple and often simultaneous GI functions, 

which can be complementary or contradictory to disaster resilience goals. Scenario-based planningða 

collaborative process for communities to explore alternative visions for the future and learn about their 

consequencesðoffers a potential opportunity for drawing these connections more effectively. However, 

scenario planning as currently practiced has been critiqued for being too formulaic and normative in its 

methodological approach, often ignoring environmental uncertainties such as hazards and potential 

climate change impacts (Chakraborty, Kaza, Knaap, & Deal, 2011). 

 This paper highlights findings from my doctoral dissertation, which tests the utility of innovative 

scenario planning methods and combined GIS-based planning support tools for drawing stronger 

connections between GI and disaster resiliency in community planning. It asks: What are the strengths 

and weaknesses of using integrated scenario planning techniques for generating information about GIôs 

role in building community resilience? 
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 The analysis focuses on a methodological innovation in which a widely-used scenario planning 

tool (Envision Tomorrow) is paired with a disaster loss estimation model (FEMAôs Hazus software) to 

enable enhanced scenario-based assessment of alternative GI/urbanization plans, both in terms of their 

internal sustainability performance (e.g., estimated per-capita infrastructure costs, jobs-housing balance, 

street connectivity, etc.) as well as their comparative resilience to environmental hazard scenarios (e.g., 

estimated physical damage, reconstruction costs, displaced households, etc.). While these spatial 

planning support systems are each valuable in their own right, this project makes the case that the 

combination of the separate tools might create unique opportunities to better learn about the 

consequences of GI alternatives and better frame the argument for GI interventions to meet multiple 

quality of life and community resilience objectives simultaneously. 

 Austin and Houston, two rapidly growing Texas cities with significant resilience challenges, 

serve as test-bed case studies for modeling two types of scenarios with the integrated analytical 

methods: (1) historical counterfactual scenarios, in which recent flooding events are revisited to 

retrospectively explore where opportunities for improving resilience with GI planning approaches were 

missed; and (2) exploratory scenarios, in which alternative GI/urbanization plans are tested across a 

range of plausible future environmental hazards to compare resilience outcomes. Following the scenario 

modeling, semi-structured interviews were conducted with practitioners and stakeholders in each case 

city to gather feedback on the perceived usefulness of the scenarios for drawing connections between GI 

and resilience objectives. Results of the research include both a discussion of the metrics produced by 

the integrated scenario analyses, as well as the qualitative feedback on the methodologyôs utility from 

the perspective of local stakeholders. 

 These issues are critical to consider for a growing number of reasons. Considering the 

groundswell of support for GI in recent planning research, this project demonstrates the potential for 

improving community-based understanding about the opportunities for GI to further community 

resiliency by identifying important relationships during comprehensive or other functional planning 

efforts. In doing so, the project seeks to improve on popular scenario planning frameworks by 

integrating community sustainability metrics with disaster loss estimation models. With these 

improvements, scenario planning offers an opportunity to bridge traditionally separate disciplines in 

order to better identify GI approaches that are complementary to disaster resiliency and community 

sustainability goals alike.   
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Advances in wastewater treatment systems have played a major role in transforming rural landscapes in 

the United States by reducing the influence of environmental constraints on exurban development 

patterns. Rural residential development has been driven, in part by improvements in on-site wastewater 

treatment systems (OWTS), which are designed to collect, treat, and release wastewater adjacent to 

where it is generated. Advances in OWTS technology have facilitated residential construction on sites 

where soil conditions previously inhibited unsewered development. OWTS can present environmental 

and public health risks by contaminating groundwater, surface water, and privately owned wells. These 

risks are most significant among OWTS that are near the end of their expected life spans, are not 

properly maintained, were installed when regulations were less stringent, or are located in densities that 

surpass the soilôs ability to safely treat wastewater effluent.  

 

In this presentation, we examine major OWTS policy changes for the state of Wisconsin and 

characterize rural development patterns in one county over the past six decades. We used a geographic 

information system (GIS) to spatially analyze the distribution of OWTS in Ozaukee County, within the 

Milwaukee metropolitan area, and to identify locations with heightened risk of groundwater 

contamination. Our research integrates spatial data on private well-water quality, groundwater 

contamination vulnerability, land development patterns of unsewered rural residential subdivisions, and 

the type and age of OWTS installed on residential parcels. Our findings explain how OWTS density, 

age, and type are distributed spatially, and how these spatial patterns may influence groundwater quality 

under various hydrogeological settings.  

 

This research has the potential to improve local land use policy and planning practice by providing a 

spatially-explicit approach to assessing groundwater risks from exurban land development. The study 

contributes to methodological advances in groundwater contamination risk assessments by linking the 

analysis of land use patterns with groundwater vulnerability using an overlaid multivariate GIS. This 

project is a pilot study for future research to assess regional water quality vulnerability and health risks 

using OWTS permit data, land use/cover data, and groundwater model overlays within highly developed 

exurban landscapes. 
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Most local governments in the United States require that developers set aside open space when 

subdividing land for residential development. This strategy for creating public space in largely private 

suburban communities and has been common for nearly a century. A 1941 study of subdivision 

regulations found that 103 of 284 reviewed regulations addressed public open space in new subdivisions 

(Lautner 1941). Public open spaces are a part of much of the suburban landscape of the United States 

and account for thousands of acres of accessible green space in neighborhoods. Standards vary, but 

requirements are frequently set between 5% and 10% of the total subdivided area. Subdivision 

regulations also commonly include provisions intended to maximize the environmental and recreation 

benefits of the space, for example by encouraging developers to connect public open space to other local 

green spaces. But the impact of these types of regulations on on-the-ground open space characteristics 

and configurations is unclear. While residential public open space has significant potential for 

supporting the natural environment, there is little research on the contents of the regulations and the size, 

use, and connectivity of the resulting open spaces. This research seeks to understand the characteristics 

of residential open spaces created in Montgomery County, Pennsylvania over the past 60 years, their 

relation to the provisions of local subdivision regulations, and the degree to which they include and 

enforce characteristics that support the natural environment and green space connectivity. 

  

The study begins with a review of municipal subdivision regulations in Pennsylvania. The review details 

the characteristics of select public open space requirements, with a particular emphasis on the strength of 

the requirement (e.g. mandatory or negotiated), amount of open space, use or management of open 

space, and provisions for connecting open space to nearby green spaces. Results show that many local 

governments mandate open space percentages, but recommendations are more common for 

characteristics like use, management, and connectivity. 

  

The paper then examines the characteristics of existing residential public open spaces in Montgomery 

County, Pennsylvania. Montgomery County is within the Philadelphia metropolitan area and provides 

planning support for 52 municipalities. All but one of these communities has experienced significant 

subdivision and land conversion over the past 60 years. Using tax parcel data, satellite imagery, and site 

visits, I examine the size, use, management, and configuration of over 100 public open spaces across 

Montgomery County. The data elucidates the characteristics of residential open spaces in the county and 

the connection between each on-the-ground open space and its associated subdivision regulations. 
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Informal interviews with planners working in Montgomery County clarify the potential reasons for the 

observed outcomes. 

  

Local subdivision regulations include a variety of recommendations associated with residential public 

open space, but this study finds that the provisions that are most supportive of the natural environment ï 

use and connectivity regulations ï are advisory and not strictly enforced. As the urban-rural fringe 

continues to develop, and natural systems are converted to development, individual open spaces have the 

potential to support important environmental services. When connected to other open spaces, they can 

have an even broader landscape-scale impact. This research suggests that public open spaces are often 

environmentally underutilized, but provide an opportunity for planners and decision-makers to support 

the natural environment in areas where functional systems and connectivity are in short supply.  

 

References  

¶ American Society of Planning Officials (1953). Public Open Space in Subdivisions. Planning 

Advisory Service. Report No. 46. January. 

¶ Goddard, Mark, Andrew Dougill, and Tim Benton (2009). Scaling up from gardens: biodiversity 

conservation in urban environments. Trends in Ecology and Evolution. 25(2): 90-91. 

¶ Goldstein, Edward, Meir Gross, and Richard DeGraaf (1983). Wildlife and Greenspace Planning 

in Medium-Scale Residential Developments. Urban Ecology. 7: 201-214. 

¶ Lautner, Harold (1941). Subdivision Regulations: An Analysis of Land Subdivision Control 

Practices. Public Administration Service. Chicago. 

 

Key Words:  

Open space, Subdivision regulations, Connectivity, Green space 

 

 

MOBILE SENSING OF AI R QUALITY ASSOCIATED  WITH STREET TREES  

Abstract ID: 427 

Individual Paper Submission 

 

BROOKS, Kerry [Eastern Washington University] kbrooks@ewu.edu, presenting author  

 

Street trees provide numerous human health, aesthetic and ecological benefits that support urban 

livability and environmental quality (Taylor et al. 2015, Burden 2008).  Among this bundle of benefits is 

street treesô contribution to mitigating air pollution or improving air quality (Burden 2008).  Air quality 

affects health outcomes, and, globally, exposure to poor air quality is associated with up to 7 million 

annual early deaths (Nyhan et al. 2016). 

 

Nonetheless, it is clear that the exact parameters of street treesô contribution to both health and air 

quality at the urban street-level scale is yet to be fully documented.   Even studies employing otherwise 

ñbigò data or explicit spatial locations (e.g. Amorim et al. 2013, Nyhan et al. 2016) employ models to 

estimate micro-scale air quality.  Yet, the work of Taylor et al. (2015) illustrates the promise of findings 

based on micro-level observations. 

  

Problem Statement 

How can communities and practitioners obtain finer-grained air quality information useful in assessing 

street treesô air quality contributions? One way forward to obtain finer-grained air quality data 

associated with street trees is to take advantage of advances in sensor and ósmart-citiesô technologies and 

practices in crowdsourced and mobile data collection (c.f. Thakuriah et al. 2017).   



 

165 

 

 

The project presented here addresses several areas. The first, collection of micro-scale air quality data 

that can document air quality associated with presence or absence of street trees in the pedestrian 

environment. The second is the development and evaluation of a portable device that can sense and 

record air quality indicators. Finally, the visualization and presentation of this micro-scale data to the 

public. To this end, our paper addresses these questions: 

 

1. Can we develop a reliable, extensible and usable mobile air quality sensor package that can accurately 

measure and record air quality parameters? 

 

2. What differences in air quality are associated with the presence or absence of street trees in otherwise 

similar urban pedestrian environments? 

 

3. How do we best analyze, summarize and display the results of this data collection? 

   

Methods 

The project team developed and built a Raspberry-PI based device that deploys the following 

sensors:  barometric pressure, temperature, particulate matter, CO2, wind speed and direction, sunlight 

intensity and location (GPS).  The device records observations on a SIM card or can alternatively to a 

wireless network. 

 

The device will be deployed to study air quality over the summer of 2017 on streets that are similar in 

configuration and use, but dissimilar in the amounts of tree canopy present in the pedestrian realm.  Data 

was (will be) collected twice daily (AM and PM) in the months of June and July 2017. Each collection 

cycle visits geocoded locations and collects the full suite of data, as well as any anomalies that may 

occur during the data collection cycle.  This data will be compared with and benchmarked against 

stationary arrays of similar sensors deployed on streetlight poles within the study area. 

 

Results 

Spatial and statistical analyses and visualization of the data collected will test the hypothesis that 

increased street canopy has positive effects on local air quality.  Results also assess the viability and 

reliability of the Raspberry-PI based sensor package.  Results also include discussion of the project in 

terms of its feasibility for documenting outcomes, communicate this information to the public, and 

extend this mobile data collection method to the wider community. 
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Green infrastructure refers to the network of natural or built vegetation in cities (e.g. parks, bioswales, 

rain gardens, street trees, etc.) that provides multiple social and environmental benefits including 

stormwater management, mitigation of the urban heat island effect and air pollution, improved mental 

and physical health for urban residents, and improved wildlife habitat (Tzoulas et al., 2007). A growing 

number of organizations and cities are investing in green infrastructure as a way to provide these various 

ecosystem services and to enhance urban resilience (Ahern, 2011). While green infrastructure is often 

promoted on the basis of its multifunctionality, in practice, most studies and plans focus on a single 

benefit, such as stormwater management (Keeley et al., 2013). This represents a missed opportunity to 

strategically site green infrastructure to leverage social and ecological co-benefits and a potential 

injustice, since many benefits are localized. Moreover, little research has examined potential synergies 

or tradeoffs between ecosystem services (Kremer et al., 2016).  

 

This paper addresses this gap by presenting the Green Infrastructure Spatial Planning (GISP) model as 

stakeholder-informed tool for identifying spatial tradeoffs and synergistic óhotspotsô for multiple 

ecosystem services and applying it in three diverse coastal megacities: New York City, Los Angeles 

(United States) and Manila (Philippines). The model combines GIS-based multi-criteria evaluation and 

stakeholder-derived weights. The six model criteria represent commonly cited benefits of green 

infrastructure (managing stormwater, reducing social vulnerability, increasing access to green space, 

mitigating the urban heat island effect, improving air quality, and increasing landscape or habitat 

connectivity). These are combined and weighted based on local expert stakeholdersô planning priorities, 

as determined through surveys and workshops in each city. The GISP model was initially applied in 

Detroit, Michigan, demonstrating the value of the approach and interesting synergy and tradeoff patterns 

(Meerow and Newell, 2017). But as a legacy city with extensive vacant land, Detroitôs situation is not 

representative of many cities worldwide. Most megacities are rapidly growing and have limited open 

space. This paper tests the transferability of the GISP model to very different urban contexts and enables 

a broader comparison of spatial synergy and tradeoff patterns and green infrastructure planning 

priorities. Qualitative interviews with local decision-makers in each city help to further contextualize the 

models and provide a deeper understanding of local green infrastructure planning opportunities and 

challenges.  
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The results empirically illustrate the complexities of planning green infrastructure and urban resilience 

more generally. Priority areas for green infrastructure expansion clearly differ depending on decision 

criteria. Certain spatial synergy and tradeoff patterns are consistent across the three cities. The 

stormwater, urban heat island, and air quality benefit criteria are positively correlated, but results show 

there may be a tradeoff between these criteria and habitat connectivity. This suggests that even if 

stormwater is the focus of green infrastructure investments, it may still be strategically sited to capture 

urban heat island and air quality co-benefits. Stakeholders do indeed identify managing stormwater as an 

important goal in all three cities. In contrast, the relative importance of improving air quality or reducing 

social vulnerability differs across the cities. This variation confirms the importance of evaluating 

community preferences and integrating them as part of a strategic green infrastructure planning process.  
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This study addresses knowledge gaps in operationalizing a type of collaborative participatory process 

known as co-production. Urban ecologists suggest co-production supports knowledge-to-action 

processes that result in better and more socially contextual green infrastructure outcomes. At the same 

time, city officials are increasingly interested in measuring the multiple benefits of their urban vegetated 

networks or green infrastructure. The co-production concept links these partners that include ecological 

scientists, planners/designers, city residents, and students to collaboratively generate 1) design 

documents, 2) maintenance practices, and 3) monitoring protocols for improved outcomes (Childers et 

al., 2015). Current green infrastructure planning practices attempt to incorporate the latest published 

science, yet a key disconnect is that urban ecologists creating those studies have typically not been 

actively involved with the planning, design, maintenance, and monitoring of these projects (Steiner, 

Simmons, Gallagher, Ranganathan, & Robertson, 2013). To address this key disconnect between 
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knowledge and action, Felson and Pickett (2005) proposed the concept of designed experiments or co-

produced urban design projects as ecological tests. For this study, we use surveys and semi-structured 

interview instruments to develop a Co-Production Framework for green infrastructure designed 

experiment projects. The conceptual foundation of the Framework is the Childers and colleagues (2015) 

Urban Design-Ecology Nexus model. The Framework provides a testable model for our central question 

of how governance and institutions can support the design of equitable, sustainable, and resilient green 

infrastructure projects. To answer the question, our Framework has two components: 1) the design 

process phase and 2) maintenance/monitoring phase. Both components entail co-production. The 

integrated research elements in the monitoring phase are based on a Before-AfterïControl-Reference-

Impact (BACRI) experimental design. Each portion of the Framework was created by integrating 

findings from the survey and semi-structured interview instruments. The surveys and interviews allowed 

us to map how existing long-term social and biophysical data could improve green infrastructure 

decision-making processes and project outcomes. We surveyed and conducted interviews with 

participants (i.e. ecological scientists, planners/designers, city residents, and students) involved with five 

green infrastructure designed experiment projects in the Phoenix, Arizona metropolitan area: 1) a low 

impact development (LID) campus master plan; 2) two LID streetscape projects; 3) a wildlife corridor 

preservation project; and 4) a sustainable landscape conversion project for a home ownersô association. 

Based on the surveys and interviews, we will discuss the opportunities and barriers to such an approach. 

The findings from this study begin to articulate how academic institutions may partner with governing 

organizations to collaboratively integrate the best science into green infrastructure project processes to 

achieve more equitable, sustainable, and resilient outcomes. We also discuss how co-production of 

maintenance and monitoring protocols can be integrated into existing city processes and how the 

protocols could be scaled-up and adapted to different neighborhoods as needed. This research may 

inform pathways to institutional transformations such as Larsenôs (2015) idea of creating public green 

infrastructure ñutilitiesò as a way to manage and ensure equitable distribution of ecosystem service 

benefits. The Framework provides a model for creating better functioning and more responsive green 

infrastructure networks that increase their adaptive capacity by integrating on-going social and 

biophysical feedback mechanisms.  
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In Philadelphia, the Water Department has been coordinating with other city and private and non-profit 

stakeholders to install green infrastructure across the city as a means of addressing concerns about the 

cityôs Combined Sewage Overflow (CSO) as well as promoting community, economic, and 

environmental ancillary benefits. Given that the city is heavily investing in green infrastructure, our 

research team is developing a community informed methodology to better connect the multiobjective 

decision model known as StormWise with community planning concerns (McGarity 2010; Hung et. al 

2015). This paper describes the process of taking our Green Infrastructure Equity Index (Heckert and 

Rosan 2016) down to the neighborhood level by developing what we call, ñZones of Green 

Infrastructureò or ZIGIs. By bringing the planning process to the neighborhood level through our 

research partnership with the Village of Arts and Humanities, a community organization based in North 

Philadelphia, we offer strategies to use various Green Infrastructure practices to support community 

goals. For instance, at the neighborhood level, we are testing how well our model takes into account 

equity goals as well as concerns about the risks of ñgreen gentrificationò (Checker 2011). We are 

developing a set of modeling techniques, research protocols, and planning tools that combine citywide 

goals with neighborhood concerns; we argue that these tools can be adapted to local communities and 

used to help maximize the benefits of green infrastructure investment. 
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The process of successfully designing and planning urban centres is a complex one; it seeks to promote 

social and economic activities, whilst also addressing a range of challenges, uncertainties and risks. The 

recent rise of anthropogenic climate change has made this process ever more difficult, in particular the 

exponential increase in weather-related disruption that has challenged conventional risk-based methods 

of foresight. Notable events such as the effect of Hurricane Katrina in New Orleans, Super-storm Sandy 

upon New York and the cascading disasters following the Tohuku earthquake on the eastern seaboard of 

Japan, highlight the many threats posed to the contemporary city and their agglomeration of urban risk. 

It is within this context that the need for urban resilience emerges. 

 

Concomitantly, there is a growing interest in the vital role that green infrastructure (GI) makes to the 

successful functioning of our society, as the ñecological framework for environmental, social and 

economic health.ò More specifically, multifunctional, connected, GI has been shown, through the 

provision of strategically planned green spaces, to offer a host of cross-cutting benefits to urban areas, 

including the combatting of flood risk, mitigating air pollution, and enhancing health and wellbeing. 

However, in a period of óausterity urbanismô, there is an óimplementation gapô between policies that 

promote the benefits of GI and evidence of successful practice on the ground. 

 

This paper draws of empirical evidence from Birmingham in the UK to demonstrate how new models of 

green infrastructure delivery can be a vehicle for urban policy integration, end-user collaboration and 

innovative practice to address climate related risks. Further, urban GI offers the potential for 

mainstreaming resilient design and planning, providing the adaptive capacity to absorb and mitigate 

unforeseen events.  By bringing together ideals of urban resilience and green infrastructure, we are 

seeing the advancement of holistic, design-based approaches that offer innovative and forward-thinking 

solutions to elevated risk and rising uncertainty, forging new relationships between the built 

environment and the natural environment, as well as an expanding range of urban governance practices. 
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Post-industrial landscapes in the United States and elsewhere tend to have a preponderance of vacant 

land located in distressed communities. Associated with blight, disinvestment, filth and crime, vacant 

land is often considered a barrier to urban revitalization (Goldstein, Jensen, & Reiskin, 2001; Greenberg, 

Popper, & West, 1990). Thus, communities use a number of strategies including tax sale processes and 

infill development to manage problems associated with vacant land (Accordino & Johnson, 2000). 

However, post-industrial cities often face a multiplicity of additional challenges related to infrastructure 

age and post-industrial disinvestment ï including combined sewer overflows, substandard housing, lack 

of parks and open space and soil contamination. Thus, stakeholders may view vacancy not only as a 

problem, but also as an opportunity to meet urban resilience goals through permanent interventions or 

temporary strategies that remedy the ñunproductiveò aspects of vacant land until other uses are 

designated through the marketplace. Given these broad sets of challenges, opportunities and pluralist 

values about how public investments should be allocated, multiple visions for vacant land ï from 

market-rate housing to stormwater managementï may exist. Moreover, certain interventions may be 

mutually exclusive while others allow for multi-functionality. There is a need to develop decision 

support frameworks which allow for transparency regarding criteria by which vacant land 

redevelopment opportunities are evaluated; flexibility for stakeholders to adjust criteria based on various 

value-based scenarios; and evaluation of tradeoffs and synergies among possible interventions. 

Here, we develop a holistic decision support system that addresses social, ecological and technical 

dimensions of promoting urban resilience through vacant land reuse in Buffalo, New York. Our 

approach integrates stormwater optimization modelling with an interactive geographic information 

systems-based suitability assessment framework that assesses opportunities for distributed green 

infrastructure, solar energy production and community engagement across sites. As results of suitability 

analyses are highly sensitive to assumptions regarding criteria and associated importance that 

stakeholders place on those criteria, our approach allows users to adjust assumptions and perform 

sensitivity and scenario analysis. We argue that this framework supports tradeoff and synergy analysis 

for multifunctional reuse strategies, as well as collaborative community planning. If vacant lands are 

structural phenomena; byproducts of regular boom/bust, decline/growth cycles inherent in capitalist 

economies (Németh & Langhorst, 2014), then planning practice needs routine decision-making tools for 

exploring broad ranges of multifunctional possibilities and pluralist values associated with vacant land 

reuse strategies.   
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Debates over the health of ocean and coastal areas internationally have resulted in calls for the creation 

of marine protected areas for conservation of species and habitats. At the same time the ocean renewable 

energy systems such as wave and wind power, have emerged as a new ocean user. Debates about the 

Blue Economy and the role of the ocean in sustainable development bring more attention to the 

incorporation of ocean and coastal areas in to our economic system. To address these multiplying claims 

on the ocean for many uses, coastal and marine spatial planning (CMSP) efforts have expanded 

internationally, seeking to manage conflict between uses, and to administer rights for access and use 

(UNESCO 2009).  

 

Central to CMSP is a focus on increasing public participation and engaging in science based planning. 

These two thrusts for increasing engagement and rationalizing environmental planning create a tension 

in claims on common spaces and goods (Cortner and Moote 1999). The role of public participation has 

been understood to have a series of possible relationships with planning and decision making, from 

instrumental arguments to secure agreement to substantive arguments based in learning from the public 

(Fiorino 1990). CMSP efforts have largely started from this substantive perspective, with a goal to better 

understand who uses the ocean and how these uses interact. This sits in tension with the other drive for 

CMSP, to reduce impacts from human uses and to increase ecological considerations in planning 

through science based policy choices (Halpern et al. 2012). At the center of this tension sit state agencies 

and planners managing these claims on the ocean. CMSP thus represents a new engagement between the 

interest groups tied to the ocean, science, and efforts to define the public interest in management.  

 

This paper discusses an example of this tension as it developed in a case study from the United States. 

The State of Oregon initiated a two year public participation initiative as a central component of a new 

CMSP program. Unique to this effort was the extensive use of public participatory geographical 

information systems (PPGIS). These systems were used to solicit and organize data on commercial and 

sport fishing effort. This spatial representation of interests on the ocean for fishing proved to structure 

how other interests engaged the policy process, including recreational users, local residents, and the 

emerging ocean renewable energy industry. Using content analysis of public meetings and agency work 

sessions, and semi-structured interviews with key stakeholders, this paper shares how the narratives of 

ocean use and public interest worked with the technology of PPGIS to create a particular set of 

coalitions around shared data creation, interpretation, and use. (Hajer 1995). These narratives are at the 

same time managed by public agencies charged with planning. Collecting, managing, and using these 

new PPGIS data becomes a public manager task that centers on crafting a particular set of "publics" that 

seek to represent resolve a larger public interest (Catlaw 2007). This case study shows how this crafting 

of the public runs into barriers as those that are being characterized in a public and rational system seek 

to control outcomes.  
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Models that seek to predict local government sustainability policymaking are largely ñglobalò in nature; 

one regression model is used to describe the significance and values of predictors for all municipalities 

across the study region, which is often an entire state or the nation. Researchers try to control for spatial 

differences, but rarely do they investigate the ways that certain factors might differently predict 

outcomes in diverse places. This limits our understanding of sustainability policymaking as well as 

hamstrings more effective efforts by stakeholders to promote sustainability programs. We used a two-

stage methodology to examine whether and how much place matters as well as to hypothesize about 

causation. First, we used data from a 2015 survey of U.S. municipalitiesô sustainability policies in a 

geographically weighted regression, which allows for a more predictive and less biased model. The 

individual parameters in the model were tested using Monte Carlo randomization that reallocated the 

observations across spatial units and provided probabilities (in the form of p-values) indicating whether 

each variable should be treated as a global variable or a local one. We find that 18 out of 22 common 

predictors are local variables, meaning they are place dependent. Sometimes the differences are 

dramatic. For example, we find that median income, which is often a significant variable in global 

regression models, is in fact a negative predictor in some locations, positive in others, and not significant 

in many. Second, in clustering cities by indicator performance, regional patterns emerge that allow us to 

hypothesize about causation behind the correlations. For example, we find that in the western US, the 

sustainability policies of urban cores are driven by an increased number of environmentalists. However, 

in the northeastern U.S. country, the prevalence of environmentalists is not as important. The findings 

refine the role of global versus local modeling in urban studies and planning research; more accurately 

describe the predictors of sustainability policymaking among U.S. cities; and help planners and other 

officials seeking to influence policymaking better understand the potential effectiveness of particular 

programs. The paper is a joint effort of Binghamton University, Cornell University, and the U.S. 

Environmental Protection Agency.   
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Disaster debris management can be time-consuming and costly. Crowley (2017) found that counties that 

had pre-disaster debris management plans were more effective and efficient with debris management in 

recent disasters as compared to those without plans. There is growing interest in not just understanding 

disaster recovery (Kim & Olshansky, 2014), but also developing approaches to measuring and 

evaluating plan quality (Berke, Cooper, Aminto, Grabich, & Horney, 2014). In spite of the importance 

of debris management planning, there has been little research on the compliance, consistency, and 

agreement between local plans and federal policies. The Federal Emergency Management Agency 

(FEMA) has developed a Pilot Program for debris management to provide guidance and incentives for 

planning and management of debris following major disasters. The program took effect in 2007 and 

provided communities with debris management plan requirements (FEMA, 2007). FEMA-approved 

plans were eligible for an additional five-percent Federal cost share. The initial program ended in 2008, 

but a reformed Pilot Program took effect in 2013 with the enactment of the Sandy Recovery 

Improvement Act. The new program provides communities with a set of required plan components. 

Approved plans can receive a one-time incentive of a two-percent increased Federal cost share 

adjustment for the first ninety days of debris removal activities (FEMA, 2015). Applicants must send 

debris management plans to FEMA regional offices for review. FEMA staff will then check for required 

components such as establishing Debris Management Sites (DMS) for initial debris separation and 

reduction as well as setting up prequalified contracts for debris removal.   

  

Based on a sample of 38 debris management plans, this study analyzes the extent to which debris 

management plans are in compliance with the guidance put forth by the FEMA 2013 Pilot Program 

requirements. The counties considered in this study received FEMA major disaster declarations between 
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2011 and 2016. Based on inferential statistics, the sample is representative of the larger population of 

counties that had disaster declarations and debris management plans in place before the disasters 

occurred. Plans were evaluated on a scale of 1 through 5 where 1 indicates that the component is not 

mentioned in the plan and 5 means the component is mentioned with substantial detail and examples. 

Spearman correlation tests show positive and strong correlations between evaluator scores.  Correlation 

coefficients were statistically significant for each component. Scores for each component were 

combined to produce an overall score for each plan. These were ranked and divided into clusters in order 

to better understand the relationships between federal guidance and local debris management planning. 

  

While the majority of plans mentioned most, if not all of the components, few included substantial detail 

and examples. Surprisingly, FEMA accepts any level of detail in its review of local plans. This study 

offers recommendations in terms of understanding local and federal priorities in debris management as 

well as suggestions for improving planning and the evaluation of debris management plans. The 

research was supported by the National Disaster Preparedness Training Center, based at the University 

of Hawaii.  
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Watershed health is a community endeavor, where the actions of each sector, and the people within each 

sector (e.g., residential, agricultural, industrial) influence the health of the entire system. Although some 

cities, urban residents, and farmers have responded to water quality issues by incorporating land use 

changes to reduce impacts from nonpoint source water runoff, water quality problems in the U.S. persist. 

Urban residents are generally aware of the impact of stormwater runoff on water quality and farmers 

understand that agricultural practices impact water quality, however some research has shown that each 

group tends also to place some amount of blame for the extent of water degradation on other people and 

sectors. Moreover, as agriculture has industrialized and intensified, public perception of farmers has 

changed from food providers to polluters. Meanwhile, farmers feel that they are stewards of the land 

who receive a disproportionate share of the water quality blame. There is an apparent disconnect 
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between efforts of cities and efforts of the agricultural community. This disconnect may contribute to a 

lack of understanding of each sectorôs influence on water quality and watershed health, and subsequent 

dearth of motivation for individual action toward water quality improvement. Such a ñblame gameò is 

counter to sustainable food production, and watershed health and restoration efforts. 

 

Collaborative watershed planning processes that engage a diversity of stakeholder groups is a popular 

approach to water resource management that has seen some success in the development of watershed 

plans toward increased environmental quality. Well-designed collaborative processes can foster social 

learning that increases shared understanding and watershed action and vision. However, with limited 

funds for collaborative watershed planning process, alternative methods of engagement are needed. The 

research presented here seeks to: 1) Explore the efficacy of storytelling through film as a low-cost, 

accessible avenue to foster a shared understanding of issues and solutions surrounding water resources; 

2) Determine appropriate and effective methods and venues for dissemination of the film; and 3) 

Determine how the film diffuses through and beyond existing social networks. 

 

In this talk, I will present a short film that highlights urban and agricultural best management practices 

in Northwest Indiana. The film was developed through a collaborative process with watershed groups, 

city officials, United States Department of Agriculture staff, farmers, and home owners. I will describe 

the process by which the film was developed and present initial findings. Preliminary results suggest that 

participants recognize (and are enthusiastic about) a need for improved understanding of water quality 

issues and solutions across sectors. In contrast to demonstration tours, field days, and major 

collaborative efforts, participants perceive film as a low-cost and efficient way to disseminate the 

regionôs water story (both issues and successes). Participants were more willing to share the film 

through social media outlets than during meetings, events, or field days. Despite the ease of social media 

as a diffusion tool, in-person presentations offered a valuable opportunity for social learning ï a more 

personal approach to learning than is seen through social media. Overall, this research suggests that film 

is an effective storytelling device and that the collaborative film development process broadened 

participantsô conceptualizations of watershed health and willingness to engage with other sectors in 

water quality awareness efforts. Future research will entail additional analysis of the filmôs social 

diffusion, as well as the efficacy of the film toward behavior change.  
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Nonpoint source pollution from agricultural land uses continues to pose one of the most significant 

threats to water quality in the U.S., with measurable impacts across local, regional, and national scales. 

Farmersô voluntary adoption of land use practices (conservation practices) that decrease nutrient loss 

and improve soil health is key to improved water quality and watershed health within the current 

regulatory framework. Decades of research points to the importance of multi-stakeholder collaboration 

for watershed management, in which the inclusion of a diversity of stakeholders from the outset of the 

project is a necessary component of increasing on-the-ground conservation. Traditionally, watershed 

collaborations that promote soil health and water quality improvements have involved government and 

non-government stakeholders working with farmers who have been previously identified as 

conservation leaders in a watershed. However, recent research highlights the importance of production-

focused entities not traditionally associated with conservation ï e.g., agricultural consultants, retailers, 

lenders/bankers, etc. (i.e., crop advisors) ï as some of the most influential on farmersô management 

decisions. Unfortunately, these non-traditional groups are generally not included in multi-stakeholder 

watershed initiatives. Hence, we know little, if anything, about crop advisorsô motivations to participate 

in watershed collaboration and their potential impact, if any, in promoting conservation practices. 

 

Based on recent literature, it is hypothesized that it will be possible to reach new conservation farmers 

and influence their adoption of conservation practices (e.g., influencer marketing). While farmers 

consistently rank independent and retail-affiliated crop advisors as among the most trusted and 

influential sources for agronomic information, little is understood about whether they are willing to 

provide advice on the use of practices which conserve soil and water, and if so, whether they will be 

influential. We present survey (n=1,540) and interview (n=34) data from farmers and crop advisors in 

Michiganôs Saginaw Bay (Lake Huron) watershed to explore these questions. Results suggest that 

farmers do not expect crop advisors to integrate conservation advice into the services they currently 

provide, but are generally open to such a change and would find their advice to be credible and 

influential. Likewise, crop advisors see themselves as willing, if underutilized, conduits of information 

regarding conservation practices and programs. We discuss these results, along with perceived barriers 

and opportunities to crop advisors partnering with traditional conservation agencies to enhance the 

impact of voluntary conservation programs. We close with suggestions for what alternative agricultural 

conservation paradigms could look like. 
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Oregonôs Southern Willamette Valley Groundwater Management Area (GWMA) covers 230 square-

miles between Eugene/Springfield in the south and Corvallis in the north. It was created in 2004 by the 

Oregon Department of Environmental Quality (DEQ) after groundwater testing revealed elevated nitrate 

levels that exceeded human health standards. The GWMA Committee has consisted of stakeholders 

representing farmers, rural landowners, business, agricultural business, cities, watershed councils and 

environmental groups. It has been working with the Oregon Department of Environmental Quality and 

other stakeholders to develop and implement a nitrate reduction strategy.   

  

While membership of the group has been stable over its history, implementation efforts have faced 

challenges due to declining budgets and program cuts. However, some of the greatest complexities relate 

to the science, perception of risk and uncertainty related to groundwater contamination. First, the 

complex riverine geology associated with groundwater has made the mapping and interpretation of 

groundwater trends complex to interpret over time. Despite a number of ongoing monitoring efforts, 

scientific studies and data assessments, many of the trends are unclear and wells far exceeding standards 

are located near those with little contamination. Second, the lack of visibility of groundwater or 

understanding of wells creates challenges in raising the issue with the public. For example, outreach 

efforts have highlighted that many new rural property owners are not aware that they are serviced by 

well water and septic systemsðlet alone understanding the relevant maintenance issues associated with 

them. Finally, the complex data combined with the long travel time of groundwater makes it hard to 

communicate potential risk and concern.  

  

While the literature on collaboration notes the challenges of science in the deliberation and agreement 

phase, there is less focus on the difficulties associated with implementation (Boesch, 2013; Failing, 

Gregory, & Harstone, 2007; Ozawa, 1991; Reed & McIlveen, 2006). This paper explores the challenges 

to communicating complex information about risk when traditional outreach approaches face challenges 

such as antipathy, concerns about privacy, and sensitivity about pollution sources. Based upon ten years 

of participation on the GWMA committee, along with a survey of landowners in residential ñhot spotsò 

across the region, this paper explores these challenges and the potential alternatives to raising awareness 

without raising alarm. The survey is being conducted by a team of graduate students in collaboration the 

Oregon DEQ and the GWMA, and will reach a cross section of residents to understand their awareness, 

their access to information, and their recommendations for how to share information.  
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Water quality planners in Wisconsin are increasingly returning to farmer-led approaches to reducing 

nutrient contributions to surface water and groundwater.  Nutrients and associated contaminants running 

off of agricultural lands degrade and threaten water quality and aquatic ecosystems across Wisconsin 

and much of the United States, yet there are very few (if any) regulatory options available to address this 

challenge. Long term effectiveness for restoring and protecting these degraded systems depends on 

engaging farmers in developing and implementing nutrient reduction efforts. 

  

Wisconsin has encouraged collaborative, farmer-led initiatives to improve conservation and nutrient 

reduction efforts in agricultural landscapes. State level agencies and organizations have collaborated to 

coordination and technical assistance as well as small seed grants for initial convening and planning 

activities of farmer-led councils. More than a dozen groups have formed within the past few years.   

While promising, the approach poses institutional challenges for regulatory environmental agencies and 

watershed planners. Namely, uncertain timelines and pace of change, the necessity of flexibility for 

farmers to experiment and determine performance measures, and the need to link changes on the 

landscape to reductions in nutrient loads and improvements in water quality.  Some level of initial 

catalyst and coordination is necessary to start a farmer-led watershed council, but agencies face 

accountability challenges if they provide public funds without clear results in water quality. Those 

challenges become even more pronounced if downstream stakeholders call for strong and immediate 

action to protect drinking water supplies and significant recreational amenities. 

  

This paper examines initial expectations and lessons learned in Wisconsinôs watershed councils 

including their potential roles for advancing local, state, and federal water quality goals. It highlights 

distinctions between this approach and more traditional agency-led watershed planning or restoration 

grant projects. Analysis is based on interview data, site visits, and document review from farmer-led 

watershed council projects in Wisconsin. Initial findings show high levels of engagement, 

experimentation, and conservation practice adoption. Substantial variations exist across watersheds in 

group formation, function, emphasis, preferred sources of information.  
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Introduction 

At where land and ocean meets, the coast is on the frontier of natural and anthropogenic stressors. 

Climate change impacts, especially sea level rise (SLR), add another layer of intensity in these highly-

exposed regions. Coastal planners are, therefore, now facing escalating challenges in safely and soundly 

accommodate existing and future development (King et al. 2016). After recognizing mitigation can only 

slow the rates of SLR, adaptation to its residual impacts has become inevitable and gained tremendous 

popularity. To assist adaptation planning in coastal areas, many vulnerability assessments have been 

conducted and numerous adaptation strategies have been identified. However, there exist numerous 

barriers that hinder adaptation decision making as well as implementation (Bierbaum et al. 2013). 

Uncertainties of future SLR projections and lack of practical tools to analyze SLR impacts, especially 

those estimating the economic losses of SLR and benefits of adaptation strategies, are major ones. This 

research aims to address these gaps by employing a spatiotemporal approach to analyze the economic 

losses due to SLR inundation and the cost-effectiveness of a necessary adaptation strategy (i.e. seawall 

or bulkhead) in mainland Miami-Dade County in Florida, a low-lying coastal metropolitan area highly 

vulnerable to SLR. Specifically, we try to answer the following research questions: 

 

1. To what extent will future SLR impact the coastal communities through coastal flooding over 

space and time? 

2. Whether is building seawall cost-effective? 

3. What is optimal coastline protection ratio and where on the coastline should adaptation be 

prioritized? 

 

Methodology 

The method used in this research is essentially coupling spatial inundation modeling with SLR temporal 

projection scenarios. For spatial analysis, we employ the modified óbathtubô model with high-resolution 

digital elevation model (DEM) to delineate potential SLR impact areas. Unlike many contemporary SLR 

studies that assume static SLR scenarios such as 0.5-meter SLR in 2080 (Shepard et al. 2012), we model 

the SLR impacts semi-continuously from 0 to 6 feet by 0.05-ft increments. Resulting maps will be 

overlaid with local parcel data with property appraisal information to estimate the total value of 

properties potentially at risk. Since existing uncertainties of future SLR are unavoidable, four locally 
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adopted SLR projection scenarios are chosen to link the time of occurrence for SLR scenarios with their 

respective inundation impacts. Similarly, to determine the optimal protection ratio and where adaptation 

should be prioritized, the coastline of the study area will be further separated into small coastline 

segments to be controlled for SLR spatiotemporal analysis. Finally, the costs of adaptation will be 

estimated and compared with the benefits to conduct a cost-benefit analysis for adaptation by 

considering both full coastline protection and optimal coastline protection. 

 

Findings 

This research presents and discusses a spatiotemporal model to assist adaptation planning. Our findings 

indicate that SLR inundation impacts are non-linear and adaptation to its impacts, while costly, can 

significantly reduce future potential losses. We also analyze each coastline segment to further determine 

where on the coastline are at greatest risk and should be prioritized for adaptation. Coastal planners and 

local decision makers who are concerned with SLR impacts might find this study useful in assisting 

local long-range adaptation planning. 
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Climate action planning offers an opportunity to innovatively respond to the causes and consequences of 

climate change, while simultaneously promoting community sustainability, equity and health. U.S. states 

have long tried to seize this opportunity by planning for climate change, irrespective of the federal 

governmentôs decision to take action or not. To date, 32 state governments have adopted Climate Action 

Plans (CAPs). The questions that this research addresses are: 1) Does state-level climate action have the 

potential to reduce greenhouse gas (GHG) emissions significantly?; and 2) What are the strengths and 

limitations of the current generation of state CAPs? To answer these questions, I analyzed all state 

CAPs, and assessed the relationships between CAPs, plan implementation and GHG emissions 

mitigation. My hypothesis was that CAPs result in GHG emissions mitigation beyond the trend. 

  

This paper compares states with and without CAPs, before and after adoption of plans. The first phase of 

this research involved a content analysis of state-level CAPs and related documents focusing on four 
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major components: 1) CAP development procedure and foundations; 2) goal setting, policy coverage 

and regional coordination; 3) implementation provisions and conditions; and 4) implementation 

mechanisms and monitoring results. The content analysis assessment protocol was based on plan 

evaluation literature, refined through expert interviews and double-coding of four CAPs. The analysis 

shows six major types of CAPs, categorized based on the rigor of their targets and stringency of 

implementation. The second phase of the research quantitatively analyzes the relationships between 

CAP types and changes in GHG emissions using panel emissions data from 1990 to 2013 (obtained from 

the U.S. Energy Information Administration and Environmental Protection Agency datasets). The 

regression model controls for social, political and climatic context, industrial mix and change over time, 

urban form (compact vs. sprawl) and energy prices.  

  

The research shows that CAPs do result in reductions in GHG emissions, although they are modest. 

Only a few CAPs set enforceable targets and provide strong evidence of implementation, monitoring 

and evaluation. Overall, progress towards goals is slow and near-term targets are low. Major strengths of 

state CAPs include a participatory consensus-building and fact-finding process, cross-state learning and 

collaboration, and consideration of co-benefits of taking action (e.g. energy independence, green jobs, 

etc.). The findings also suggest a role for planners in two key areas: transportation and land use. The 

analysis demonstrates that state-level CAPs call for low emissions reductions from transportation and 

land use changes, compared to these sectorsô contribution to total emissions. The regression, though, 

shows that urban compactness leads to transportation emissions reductions even when controlling for 

changes in income, energy prices and unemployment. Thus, transportation planning represents a large 

opportunity for future emissions reductionsðparticularly through integration with smart growth 

policies. 

  

An effective response to climate change requires planners to balance the demands of an ever-changing 

political landscape and the constraints and opportunities presented by their communities. This evaluation 

of state-level CAPs helps planning scholars, practitioners and educators understand the potentials and 

constraints of Americaôs current generation of CAPs, and develop smarter tools and techniques to 

combat climate change. 
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Aggressive adoption of renewable energy within the power sector is critical to curbing anthropogenic 

greenhouse gas emissions. Without strong federal climate mitigation policy, U.S. states have taken a 

leadership role. Over half of U.S. states have a Renewable Portfolio Standard and this is estimated to 

govern 56% of all U.S. retail electricity sales (LBNL, 2014). Hawaii is the first state to adopt a 100% 

target, by the year 2045. Within this context, Hawaii has become a global leader in solar photovoltaic 

(PV) adoption and integration. As of the end of 2016, 587 MW of non-utility scale solar PV has been 

installed across Honolulu, Maui, and Hawaii counties, 70% of which is located on Oahu (Hawaiian 

Electric Companies, 2017). Much of this has been through distributed (rooftop) PV systems, as nearly 

17% of homes, and 32% of single-family homes on Oahu have PV (Trabish, 2016). This trend is driven 

by a combination of Hawaiiôs high electricity prices, federal and state solar PV income tax credits, net-

energy metering arrangements, and high solar irradiance (Coffman et al., 2016). Much of the research on 

distributed PV focuses on integration within the power system ï addressing the so-called utility ñduck 

curveò and ñgrid defection,ò related to the customer cost of solar PV under varying policy mechanisms 

(Laws et al., 2017; Vimpari, J., Junnila, S., 2017). This study focuses on the question of who ï which 

households are adopting solar PV? It employs spatial and econometric analyses of residential PV 

adoption, focusing on Oahu and Maui due to data availability, to better understand the demographic 

characteristics of households adopting PV systems. This provides insight into the income distribution of 

households adopting solar PV, potential barriers and opportunities for future uptake, and the spatial 

patterns of PV adoption that drive planning decisions around transmission and distribution upgrades.  

  

Data for this study comes from four main sources: 1) City and County of Honolulu, 2) Maui Department 

of Public Works, 3) 2010 U.S. Census, and the 4) American Community Survey. The data are used for 

the purposes of 1) creating a spatial visualization of PV uptake from 2005 to 2016 and 2) 

econometrically estimating the relationship between PV adoption and demographic markers including 

median household income, owner occupancy, and population by zipcode. Early findings suggest that 

owner-occupancy is the most salient determinant of PV adoption; in context, where Hawaii has among 

the lowest rates of homeownership in the U.S. 
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Congress originally intended to encourage private property owners of all incomes to preserve natural 

and scenic resources with significant public benefit, using the federal tax deduction for the easements 

that meet specific but malleable criteria (i.e., in purpose, placed in perpetuity, and held by qualified 

easement holders). There is a small but growing body of research that has been examining private land 

conservation motives, particularly as conservation easements have been increasingly and ubiquitously 

used throughout the U.S. These studies are limited by small sample sizes (Ernst & Wallace, 2008; 

Farmer et al., 2011; Brenner et al., 2013) or by the conservation easement holder typology (Rissman et 

al., 2007). Their findings are disparate but suggest that the federal incentive has some impact (although 

it may not be the primary motivating factor) in the landownerôs decision to place a conservation 

easement. In central upstate New York, Brenner et al. (2013) found that the land uses on a property, 

particularly ñrecreation and wild food prospecting, are among the most powerful and significant 

predictors of landownersô willingness to conserve conservation easementsò (30), as well as owning a 

large parcel of land.  

  

To continue contributing to the literature on private land conservation motives, our team tested the 

Brenner et al. (2013) findings and broadened their geographic scope by eight counties in four states, 

California, Colorado, Minnesota, and South Carolina. Using a fine-scale dataset of easements, their 

characteristics, their locations, and their underlying parcel values, we conducted a pre- and post-

approach in ArcGIS on the conservation easements parcels (and adjacent ones, within a buffer for land 

use types) in these four counties over a decadal period (1997 ï 2008, when data permitted). We 

determined the underlying land uses of the conservation easement parcels, as well as their size, both 

before and after the easement placement to ask if there is a consistent and statistically significant 

pattern/trend that emerges in conservation easement parcel size and underlying land uses, regardless of 

location or state. These results were also refined by analysis solely on donated easements, or easement 

holder type, where there was a sufficiently statistically significant sample size.  

  

While our findings do not isolate individual motivations, which can only be ascertained through 

landowner surveys and/or interviews, they contribute to the growing body of private land conservation 

motivations by testing an existing finding in one geographic location. They also further distinguish 

spatial patterns in the conservation easement placement. The results can inform planning policy, 

particularly since planners can more directly influence the parcels and zoning within their jurisdictions 

than broader federal tax policy. 
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Over the last thirty years, China has experienced sharp economic growth and significant local 

environmental degradation. An active epidemiology literature has established that air pollution exposure 

has a direct effect on raising mortality and morbidity risk. Recent work by economists has documented 

that it also reduces workersô productivity and lowers studentsô test performance.  

 

Air pollution also hurts the consumption value of cities. In this paper we focus on outdoor leisure 

activities. Such activities can bring enjoyment, promote social interaction, improve quality of life, which 

all contribute to the consumption value of cities. However, when it is polluted, people are less likely to 

go out, and those leisure activities will be dampened.  

 

Taking advantage of the emerging location-based ñbig dataò ð the online reviews from Dianping.com 

and real-time location records from Tencent for Beijing, our study empirically find that people reduce 

the frequency of two typical outdoor leisure activities on highly polluted days, including dining-out and 

visiting open space. One standard deviation increase in PM2.5 concentration is associated with a 0.07 

standard deviation decrease in the amount of Dianping reviews. Besides, people not only respond to the 

PM2.5 concentration, but also the government alerts. The heterogeneous effects across different 

neighborhoods are also examined. Overall, our empirical results indicate that air pollution will 

significantly reduce outdoor leisure activities, and thus hurt the consumption value of cities. 
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In recent years, the social inequalities in the distribution of flood risk have caught researchersô attention 

as an environmental justice and climate justice issue (Walker and Burningham 2011). Research has 

demonstrated that vulnerable populations such as indigenous communities may live in areas that place 

them at higher exposure to risk of flooding (Chakraborty et al. 2014). Climate change may increase the 

consequences of such inequality. Especially, Alaska Native Villages are particularly vulnerable to 

flooding due to rapidly increasing temperatures, permafrost degradation, loss of sea ice, and 

unpredictable changes in weather. They also have vulnerability related to their remoteness, lack of 

economic wealth, and the lingering effects of colonization, which limit their control over lands, waters, 

and wildlife needed to maintain their traditional lifeways.  

 

Despite the existing body of literature discussing the physical vulnerability of Arctic communities in 

light of climate change (e.g. Ford and Smit 2004) and social vulnerability related to colonization (e.g., 

Wilson 2014), there are limited empirical research in this area (Himes-Cornell and Kasperski 2015). 

With empirical data and an environmental justice lens, this study intends to investigate the varying 

degrees to which different communities in Alaska are exposed to flood risk that may be exacerbated by 

climate change. Using different social and environmental indicators, we first assess the social and 

physical vulnerability of Alaskan communities to flooding. Then cluster analysis is employed to identify 

significant vulnerability clusters. The results help to 1) reveal whether environmental injustice exist as 

socially vulnerable communities are more clustered in physically vulnerable areas 2) test whether 

communities with greater indigenous populations are more exposed to such flood risk 3) identify target 

communities that need prioritization of hazard mitigation and climate change adaptation policies. By 

exploring the interaction between social vulnerability and physical vulnerability, the case study could 

help to identify the crucial factors and weak links in existing disaster assistance policies and to better 

develop targeted vulnerability reduction policies.  
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Since 1940, when urbanization has progressed rapidly around the world, the frequency of floods in 

urban area has increased dramatically. This means cities have raised their technology to prepare for 

natural disasters, while the risk exposure has increased compared to the past. It is obvious that flood 

damages are expanded due to urbanization according to previous researches, the urban paradigm should 

be shifted to mitigate damages by preparing and adapting to natural disaster. However, previous 

quantitative researches about factors affecting urban flood did not thoroughly understood variable design 

mechanism such as casual relationship and moderating effects. Therefore, this study is to verify the 

theoretical relationship between urban flood damages determinants in Korea. 

 

Through literature review, we set two hypotheses. First the relationship between urbanization and urban 

flood damages is not linear but exponential, so flood damages will increase rapidly as urbanization 

progresses. Second, social vulnerability factors such as vulnerable groups, local governmentôs finance 

will be moderating variables to increase or decrease damages when urban flood occurs. 

 

This study analyzed panel data from 104 local governments in Korea, for 20 years. Since 

heteroskedasticity and autocorrelation problem are likely to inherent in panel data, a test was conducted. 

As a result of the test, since heteroskedasticity and autocorrelation problem occurred in our model, we 

used panel GLS(Generalized Least Square) model. In addition, we used the panel tobit model with the 

concern that the impact of the independent variables would be underestimated because the zero value 

ratio in flood losses exceeded 50%. 

 

Urban flood damages increased by 29% as urbanization progress by 10% as a result of analysis. This 

result shows that urban flood damages increases rapidly, supporting first hypothesis. Social vulnerability 

was moderating variable to increase or decrease damages, as we assumed through second hypothesis. In 

addition, analysis result of predicted future urban flood damages based on climate change scenarios with 
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the impact of urbanization showed that urban flood damages are rapidly increasing in 2030. Based on 

the analysis results, this study proposes a policy implication to increase the permeable surface in urban 

area while reducing the urban sprawl. 

 

Acknowledgments : This work is financially supported by Korea Ministry of Environment(MOE) as ₈

Graduate School specialized in Climate Change₉. 
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Despite its commonly acknowledged importance as a major urban environmental issue, the Urban Heat 

Islands (UHIs) phenomenon has not been properly addressed by urban planners even as they have tried 

to become more environmentally conscious in both their thinking and practice (Eliasson 2000). The 

Indianapolis Metropolitan Statistical Area (MSA), which is the main subject of this study, is one of 

those U.S. cities where the UHIs have grown in largest numbers in recent years (Stone et al., 2012). 

However, both state and local government have yet to provide any concrete and effective policy 

solutions. According to Stone et al. (2012), most of climate action plans of large U.S. cities have largely 

failed to properly manage land-based drivers of warming.  

  

This lack of attention and response to UHIs and its environmental and social causes and consequences 

can be at least partly attributed to a scarcity of good empirical research which provides urban planners 

the kind of data and ideas that they need and are able to utilize. This does not mean that no meaningful 

research exists on UHIs, but I find two major shortcomings in the existing research and intend to 

overcome them in this research; First, most of the researches that addressed the relationship between 

UHIs and urban physical characteristics relied heavily on remotely sensed surface characteristics of 

urban areas and seldom considered socioeconomic factors in their research (e.g., Weng and Yang, 2004; 
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Yuan and Bauer, 2007; Weng, 2009),  and second, there are very few researches that focused on the 

integration of physical vulnerability and socioeconomic vulnerability of urban areas. It is partly because 

urban biophysical characteristics are more related to causes of UHIs formation and socioeconomic 

characteristics to consequences of UHIs. But in reality, these two are not clearly distinguishable. This 

study tried to fill this gap.  

  

As UHIs are mainly caused by physical changes of the urban environment, previous UHI researches 

have traditionally focused on the causal relationships between physical land surface characteristics of 

urban areas such as land cover patterns, the vegetation indices and the formation and the magnitude of 

UHIs. However, in the eyes of urban planners, there are other physical factors of urban area that can 

define built-environmental vulnerability to UHIs such as vertical building characteristics, building 

density measures, and zoning ordinance, other than previously used remotely sensed physical 

characteristics of the urban area such as NDVI and proportion of impervious cover. Through intensive 

literature review, this research address major physical factors of the urban area that closely related heat 

related discomfortness. This research also include socioeconomic variables that are widely used in social 

vulnerability studies (e.g., Cutter et al., 2000; 2003; 2006).  

  

As there is no theoretical support to model the relationship among biophysical and socioeconomic 

variablesô effect in the formation of UHIs, I believe nonparametric approaches such as machine learning 

approaches are most suitable methods to serve this purpose. With the application of machine learning 

based variable selection method, factors that are highly related to land surface temperature will be 

selected. Result of this research will be used to find planning zone specific determinants contributing to 

the formation of UHIs and will provide practical guidelines for urban planners to build effective 

mitigation strategies.  

 

Result of this research will be used to find planning zone specific determinants contributing to the 

formation of UHIs and will provide practical guidelines for urban planners to build effective mitigation 

strategies.   
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Air pollution not only poses impact on public health, but also influences residential relocation decisions. 

Under the equilibrium market assumption, people are treated as rational individuals who make decisions 

based on market prices. Utilizing hedonic price model, air pollution can be measured as one of many 

property amendments to estimate its implicit market value. Therefore, it helps us to understand how air 

pollution could affect the residential relocation decision making. The Greater Houston region is the 

fourth largest metropolitan area with vast volumes of daily traffic, and also has a top national petroleum 

refinery industrial at the Gulf Coast region. Both industrial and traffic emission contribute to the 

degradation of regional air quality. Located in the southern Texas, Houston experiences relatively high 

temperatures over the year than most other cities do. It results in high level of Ozone concentration in 

urban areas, most of which is overlapping with the Harris County, the core county of the Greater 

Houston region. This study tends to reveal how much the Ozone level would impact property value 

within the Harris County using hedonic price model.  And further to understand its impact on residential 

relocation movements. This study acquires air pollutant (Ozone) data from Texas Commission of 

Environmental Quality (TCEQ), property data from Harris County Appraisal District (HCAD), and 

demographic data from US Census. Ground level ozone concentration will be applied to several radius 

and the regression results will be compared. Besides of property structure amendments, economic 

demographic characters will also be included to further assess the impact of Ozone on low-income 

minority communities. The findings can help us better understand the potential effects of environmental 

degradation on housing demand, itôs especially important to those living in low-income minority 

neighborhoods. 
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            This paper addresses local governments' climate change adaptation strategies, focusing on their 

approaches to hazards from coastal flooding and sea-level rise. In principle, local governments can 

access a range of strategies that have been categorized as "protect" (e.g., build seawalls), 

"accommodate" (e.g., elevate buildings), "retreat" (e.g., buy out coastal properties), and "avoid" (e.g., 

prohibit construction in undeveloped hazardous areas). In practice, however, they face numerous 

constraints and barriers that limit options and hinder action. While information sources related to sea-

level rise and adaptation options are proliferating, relatively little is known about what types of 

strategies communities actually adopt, and why. 

            Recent studies suggest a number of factors that may shape municipal strategies. In the adaptation 

planning literature, the status of municipal adaptation appears to be influenced by political leadership, 

availability of financial and other resources, institutional context such as state-level policies, and 

competing planning agendas (e.g., Shi et al. 2015), with small communities facing different barriers than 

large cities (Hamin et al. 2014). This research has emphasized taking action, rather than the types of 

actions taken. At the same time, a well-established literature on municipal planning for natural hazards 

has focused on the plans themselves. Institutional factors such as local planning capacity, leadership, 

and state planning mandates have been found to be important influences on the quality of hazard 

mitigation plans and planning, considering such criteria as fact base, participation, monitoring, and 

coordination (e.g., Berke et al. 2015). While providing insights on variations in plan quality, this 

literature has yet to address variations in the actual strategies that communities adopt. Meanwhile, 

substantial research in natural hazards geography has applied indicator-based methods to characterize 

the physical and socio-economic vulnerability of communities, emphasizing that localities differ 

importantly in their propensity to suffer losses from hazards. Strategies to reduce risk should therefore 

be designed for the local hazard and vulnerability context, considering such factors as topography and 

locations of vulnerable populations (e.g., Wood et al. 2015). The degree to which local strategies do 

reflect local vulnerabilities remains an open empirical question. 

            This paper seeks to explain variations in communities' adaptation strategies for coastal hazards, 

considering the influence of hazard vulnerability in relation to other factors. It focuses on 50 diverse 

coastal communities in British Columbia, Canada. British Columbia is interesting because subsequent to 

legislative changes in 2003, the authority for floodplain management has shifted to local governments; 

without provincial mandates, resources, or much guidance, communities have been free to pursue 

diverse approaches to flood risk reduction (Stevens and Hanschka 2014). The analytical approach 

consists of (1) characterizing the communities using vulnerability indicators, (2) characterizing their 

strategies for coastal flood risk reduction, and (3) conducting hypothesis testing and regression analysis 

to explain variations in strategy based on vulnerability. The suite of vulnerability indicators includes 

social, economic, natural environment, built environment, and institutional attributes. Data on strategies 

were obtained from each locality's Official Community Plan and characterized as land-use planning 

(e.g., development permit areas), construction specifications (e.g., flood construction levels), and/or 

structural flood protection. Results indicate that similarly vulnerable communities do tend to adopt 

similar strategies. For instance, large urban areas with highly developed coastal zones rely heavily on 

structural protection, while smaller, more remote towns tend to adopt land-use regulations to manage 

risk. The findings demonstrate the importance of considering local hazard vulnerability context in 

examining municipal adaptation processes, and indicate the value of knowledge-sharing between 
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similarly vulnerable places. Vulnerability provides only a partial explanation, however, and further 

research is needed to disentangle the role of institutional variables such as resource availability and local 

government capacity.  
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A framework for assessing and managing the risks and vulnerabilities of coastal highways and 

supporting socio-ecological systems is developed.  Roadways are often the ñleading edge of 

developmentò and need to be appropriately planned, especially in environmentally sensitive areas. 

Context sensitive roadway planning and design offer a unique opportunity to address tensions between 

promoting safety, protecting critical infrastructure, and preserving natural and community assets.. 

Managing and governing risk entail reconciling diverse interests and competing approaches to risk 

reduction. With exposure to multiple hazards including erosion, storm surge, sea level rise and climate 

change, new approaches, methods, and integration of data and models are needed to improve the long-

term planning, engineering, design, management and resilience of coastal roads. Resilience, a ñnational 

imperativeò requires the development of local capacity and integration between natural, built, and 

human systems (Committee on Increasing  National Resilience to Hazards and Disasters, 2012). The 

approach extends emergent practice on planning with complexity (Innes and Booher, 2010) seeking 

multi-party, interdisciplinary agreements between the scientific community, government, industry, 

landowners, residents and other stakeholders.  Transportation is not only important because of its 

function connecting different sectors, but it is also a data rich topic.  Using data and research on 

managing multi-hazard risks in Hawaii (Kim, Pant, Yamashita, 2015), we demonstrate methods for 

estimating likely future climate events and their impacts on transportation systems and coastal 

communities.  We also consider alternatives for hazard mitigation, adaptation, and green infrastructure 

design involving traditional, gray approaches (hardening, using riprap, revetment, seawalls, and other 
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structures), elevation of roadways, and relocation.  Opportunities to introduce green design including the 

use of vegetation, buffers, natural drainage, and living shoreline strategies are also proposed. Initial 

assessment of costs and benefits is provided as well as considerations of public benefits and acceptance 

of long-range ecological approaches. The challenges and opportunities associated with deeper 

collaboration and engagement among planners, engineers, and designers are also described.   
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Excessive energy use in building property is believed to aggravate greenhouse gas emissions and climate 

change problems ultimately. Previous literature that examine energy consumption of the residential 

sector mainly focused on analyzing impact of different housing attributes and household characteristics 

on the energy consumption. However, there is an unmet need for understanding how neighborhood 

characteristics of the household affect the energy use. To bridge the gap between residential energy use 

studies and empirical evaluation of neighborhood effect, this study focuses attention on the role of 

neighborhood characteristics in residential energy use. One of the unique features of the residential 

building in Korea is a residential-commercial hybrid use in one building since various commercial uses 

and facilities are allowed to be located in the residential area. Typically stores are placed on the first 

floor and residential use on the second and third floors where landlords reside. To our knowledge, no 

study has examined the associations between neighborhood characteristics of the mixed-use property 

and the energy consumption. This study aims to examine how the gas and electricity energy 

consumption of the mixed-use property is influenced by the characteristics of the immediate 

surroundings of the building as well as the building attributes.  

  

The main source of outcome is electricity and gas energy consumption data retrieved from the open 

system of building data (open.ea.go.kr). We collected data from November 2015 to October 2016 in 

Seoul. The dependent variables are four; annual electricity consumption, annual consumption, the 

increase of electricity consumption in August, and the increase of gas consumption in February. We 

assume that the increase of electricity consumption in August and gas consumption in February may 

represent the increase of cooling and heating load in summer and winter, respectively. The independent 
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variables used in this study are classified into building and neighborhood characteristics. The building 

characteristics variables include the year built, the total floor area of the building, the square footage of 

building footprint, the shape index, the structure of the building, and the structure and slope of the 

building roof. The neighborhood characteristics include the presence of green and water bodies, the 

width of the access road, the size of the block, the shape index of the block, and the building density. 

  

The results show that the neighborhood characteristics are more strongly associated with the annual 

electricity consumption and the increase of electricity consumption in summer than the gas consumption 

in general. The presence of green area and water body decreases annual electricity consumption while it 

does not affect gas consumption of the properties. The width of access road increases annual electricity 

consumption and cooling load in summer. The shape of buildings is associated with the increase of 

annual gas consumption and heating load in the winter while irregular shape of the block decrease 

annual electricity consumption and cooling load of the properties.   

  

Although theoretical frameworks for explaining the results of the study are not sufficiently available, it 

seems manifest that neighborhood characteristics have a distinctly different impact on the use of 

electrical energy in mixed buildings than on the use of gas energy. This is because electrical energy is 

mainly used as cooling energy while gas energy is used as heating energy. In the study discussion, we 

derive the implications of the urban form that can reduce the energy consumption of mixed use property 

focusing on the influence of the neighborhood characteristics on the urban microclimate.  
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Sea level rise will transform much of the outer edge of the Southern US coastal plain, an area that has 

already begun to experience hydrological and ecological changes. Saltwater intrusion, or the landward 

movement of salt water, presents a threat to many of the ecosystems and economic uses of land 
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throughout this region, and represents an already-occurring, ñleading edgeò of climate change (Herbert 

et al. 2015).  In order to better understand this problem, we are developing a way of measuring the 

vulnerability of land to saltwater intrusion in order to assess how different areas of the peninsula may be 

impacted in the future. We call this the ñsaltwater intrusion vulnerability index.ò 

  

Saltwater intrusion is affected by many things, including how land is managed (Kaushal et al. 2005). 

Therefore, decisions that residents make regarding irrigation and drainage on their property can impact 

how salinity moves through the landscape. Roadside drainage canals and other features of the landscape 

also impact this movement of saltwater, so a simple analysis of streams and rivers in the area does not 

allow the full assessment of saltwater movement and associated saltwater intrusion vulnerability. A 

variety of actions -- including infrastructure investments and retreat -- taken in the intervening decades 

will determine resident vulnerability to economic and environmental shocks from storm surges and 

saltwater intrusion (White and Kaplan 2017).  

  

This talk explores findings of a drop-off/pick-up door to door survey of residents in the five counties 

encompassing North Carolinaôs Albemarle-Pamlico Peninsula (February-May 2017; n=750), a low-lying 

peninsula with many freshwater sources and freshwater-dependent uses, such as agriculture and timber 

production.  The region also has an extensive network of irrigation and drainage infrastructure that has 

allowed salt water to move further inland from the coast, particularly during storms. Using responses 

about attitudes, opinions, and future plans in the face of various saltwater intrusion scenarios, we create 

a landowner typology to focus geo-spatial scenarios describing changes in future saltwater intrusion 

vulnerability (BenDor et al. 2014). 

  

Through a combination of physical measurements, including water salinity, soil analysis, and plant 

species counts, as well as measurements of residentsô attitudes and experiences with flooding and 

saltwater intrusion, our research team plans to develop a series of tools and future management scenarios 

to better understand how the Albemarle-Pamlico Peninsula can be protected in the future. These 

scenarios, along with our improving understanding of saltwater intrusion vulnerability, will help 

residents and communities decide of the best land management options that meet their goals and needs. 
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 A critical function of urban trees is shading and microclimate regulation. Direct shading from 

urban tree canopy physically obscures incident solar radiation, preventing it from directly striking 

buildings. This moderates surface temperatures while increasing latent heat exchange for the 

evapotranspiration process (Oke 1988). There is scientific consensus that shade from urban tree canopies 

(UTC) can significantly mitigate urban heat and reduce building energy use (Wang and Akbari, 2016), 

yet the bulk of the existing research into these effects, focuses on cities dominated by warm seasonal 

temperatures (Wang et al., 2015). Further, only a few studies have directly modeled tree shade affecting 

individual buildings as it relates to electricity consumption data (Pandit and Laband 2010; Donovan and 

Butry 2009). This study addresses the question: Is UTC shading an effective resiliency strategy for 

conserving summertime electricity use, in cities with colder climates? It does so through two 

components. The first explores the relationship between residential summer electricity consumption and 

tree shade using data from a large sample of single-family residences, in a city dominated by cold 

seasonal temperatures: South Burlington, Vermont. The second component uses thermal imagery to 

measure the heat stored in residential structures after sunset and relates it to tree shade. 

 Modeling the physical relationships between buildings and the surrounding outdoor environment 

(specifically UTC), were critical to this inquiry. The 3D inputs of local surface features were obtained 

using Light Detection and Ranging (LiDAR) data. Geographic information systems (GIS) were used to 

simulate and quantify each buildingôs specified diurnal UTC shade coverage. An information-theoretic 

approach was used to evaluate the degree to which tree shade reduces the summer electricity 

consumption of individual homes. Regressions were run between an aggregate measure of daytime and 

electricity consumption, controlling for size of structure, amount of non-tree shade and other variables. 

 The empirical results demonstrate an inverse relationship between the measured quantities UTC 

shade incident with residences, and the amount of electricity they consume during the day. The quantity 

and statistical significance of the electricity conserved by South Burlington single-family residences is 

consistent with its climate and geographic location relative to cities previously researched. The data 

collection on building heat storage is ongoing, but preliminary results suggest tree shade does mitigate 

stored building heat. This research has significant implications for urban tree planting campaigns and 

suggests the importance of locating new plantings with building shading in mind. 
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Damages and costs associated with flood events are mounting as a result of a changing climate, an 

increasingly urbanized and coastal populace, and local land use and development decisions. National 

and international governmental organizations have responded with calls for innovative research on 

resilienceðplan integration and the ómainstreamingô of resilience policy are seen as particularly 

important. A network of plans that lacks coordination with respect to flood vulnerability is less effective 

in addressing flood risk, and may even exacerbate it in parts of the community. 

  

In 2015, Berke and colleagues developed and tested a method for creating a Plan Integration for 

Resilience Scorecard to help U.S. communities better understand the coordination and efficacy of their 

policy responses to flood hazards. The scorecard process involves the spatial evaluation of a 

communityôs flood exposure, physical and social vulnerability, and network of plans, all carried out at 

the scale of the neighborhood (or census block group). Although their initial proof-of-concept was 

successful, Berke et al. did not explore the methodôs external validity beyond an initial test case. By way 

of expanding and validating the scorecard approach ï testing its generalizability outside the United 

States ï this study applies a contextually modified version to a vulnerable district in central Rotterdam, 

the Netherlands. An internationally recognized leader in both resilience and urban planning, Rotterdam 

is nevertheless increasingly vulnerable to flooding in a changing climate. 

  

Findings demonstrate that even a place as proactive in resilience policy as Rotterdam can benefit from 

the perspective gained using the Plan Integration for Resilience Scorecard method. Although physical 

and social vulnerability vary across the study area, resilience is generally supported throughout the 

district. Incongruities exist, however, with respect to the network of plans and the ways flood 

vulnerability is addressed in different neighborhoods; in some plans and in some places, insufficient 

attention is paid to flood risk. The scorecard also reveals unexpected issues related to flood safety 

responsibility in unembanked parts of the city. 

  

The Plan Integration for Resilience Scorecard offers planners and researchers a new way of 

simultaneously evaluating community vulnerability, policy response, and plan integration. The method 

holds great potential for advancing planning practice and the scientific understanding of community 

resilience by allowing planners to more effectively recognize areas of policy discord, óhot spotsô of 

vulnerability, and their spatial associations. Areas of the community demonstrating vulnerabilityïpolicy 

discrepancies or inter-plan conflict can be targeted by policymakers. 
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Climate change adaptation planning has become a common practice in coping with climate change, 

particularly for socially vulnerable groups. Communicating climate risks and adaptation plays an 

important role in engaging the public to achieve climate planning goals (Moser, 2014). To investigate 

adaptive capacity for addressing climate justice and planning, this study built upon the inquiry of how 

climate risk information along with social and individual factors influence rick perceptions and 

subsequent adaptation actions (Adger et al., 2009) from local residents in the watershed. Three cities in 

Michiganôs Huron River watershedðAnn Arbor, Ypsilanti, and Wixomð were identified as having the 

greatest potential for climate injustice in the next five decades based on an empirical study examining 

spatial disparity of green infrastructure for mitigating future climate change-induced flooding and 

associated water quality environmental hazards among socially vulnerable communities (Cheng, 2016). 

Our study answers the following questions: 1) how well are the residents aware of their climate risks and 

injustice? 2) to what degree does climate risk information affect residentsô perception and adaptation 

behaviors? We hypothesized the communication of risk information would help to increase peopleôs 

awareness of climate associated hazards and their willingness to support adaptation planning, especially 

in climate injustice communities. 

  

An online survey in 2016 was conducted using a convenience sample (N= 149). Participants living in 

the Huron River watershed were recruited through the Huron River Watershed Council. Data was 

analyzed through ANOVA t-tests to compare responses between two groupsðclimate injustice (n=76) 

and non-climate justice (n=73) residents. Questionnaires measured via a five-point Likert scale included 

how well people were prepared for the past climate associated hazard experiences and their perceived 

likelihood to future risks and preparedness to disasters before and after viewing the provided future 

climate risk information (i.e., a map of the climate injustice hotspots derived from the previous study 

highlighting the three cities). Results showed that risk information has a significant effect in changing 

perceptions of people who live in climate injustice communities on their increased vulnerability and 

decreased preparedness for future climate risks. Even though they perceived higher likelihood to future 

climate risks than people who live in non-climate justice communities, both groups perceived less 
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likelihood of encountering climate associated hazards in the next ten years after reading the future 

climate risk information. Furthermore, a separate analysis of a series of questions in the same survey 

found out there was no difference between the two groups in their willingness to install green 

infrastructure on their properties even after they read the future climate risk information.   

  

The study revealed challenges in communicating vulnerability assessment and climate change planning. 

An optimism bias exists when the future threats in the hazard-prone areas of the watershed are not 

perceived the same way as an immediate threat to personal risks (Taylor et al., 2014). Therefore, social 

and individual factors such as values, norms, risk perceptions, and ethics need to be taken into 

consideration in the construct of social vulnerability to be integrated into place-based vulnerability 

assessment and measures. Moreover, there exist a disconnection between perceived high vulnerability 

and strong willingness to act upon. Risk communication could be improved through providing multiple 

effective formats and material to illustrate both acute and chronic climate associated hazards and the 

effectiveness of various adaptation instruments to better reflect social and individual factors. To address 

climate justice and enhance adaptive capacity of the community, planners play an important role in 

understanding and minimizing the gap between peopleôs perception and behavior. This study supports 

the importance of integrating risk communication with residents to inform urban planning decision-

making to ensure social-ecological resilience and social sustainability of communities.    
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In this paper I present a critique of contemporary theorizing on sustainability, especially when conceived 

as the need to advance a singular, generalizable vision of sustainability science through a conventional 

array of institutional arrangements. Gaining and deploying robust knowledge of how environmental and 

social systems respond to perturbations, especially anthropogenic perturbations, is necessary but not 

sufficient. Similarly, insight on how and why humans act individually and collectively, both within their 

environments and in response to environmental change, requires something more than a simplified 
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individualistic and mechanistic explanation. Rather, efforts to promote sustainability need to be engaged 

in cultural and place-specific context, through the deployment and integration of both knowledge and 

values within evolving institutions. Moreover, sustainability itselfðlest it be taken to mean everything 

and thus nothingðneeds to be conceptualized in the context of other societal goals and values. The 

American context can be used to explain and justify these assertions. Doing so can help to explain and 

justify, in turn, the assertion that sustainabilityðproperly conceivedðis and ought to be a fundamental 

American priority. 

            The paper begins with a set of initial propositions regarding the relationships between facts and 

values within the planning context, noting that planning as argumentation necessarily requires 

integrating facts about the world (e.g., climate change is happening) with value statements about what 

obligation if any society has to mitigate or adapt. The key point here is that value statements about what 

society should do, why, and how are culturally dependent (i.e., the ways Americans might find 

appropriate to specify and approach these obligations differ from the ways Europeans might do so). The 

paper then reviews common frameworks for conceptualizing sustainable development and promoting it 

as a social goal (e.g., Campbell, 1996; Roseland, 1998; Gunderson and Holling, 2002), and critiques 

those approaches.  

            In brief, some approach sustainability by attempting to scientifically describe and universalize 

human-nature relationships as a way to identify leverage points for change. This approach, however, 

provides little insight into how to connect norms with facts within a decision-making process itself, or 

how efforts and the outcomes from them might vary across cultural context. Others focus on decision-

making processes but in doing so tend to mix means with ends. The economy, for example, is an 

institutional means to an end; it should not be conceptualized as an end unto itself. Finally, sustainable 

development has become too all encompassing as a unitary end, rather than one end better understood in 

relation to other vital social goals (e.g., freedom from tyrannical government). In making these critiques, 

I also address briefly the attributes of conventional approaches to policy analysis processes (see, e.g., 

Jenkins-Smith, 1990), along with well-developed critiques of those approaches (e.g., Ackerman et al., 

1997), and discuss how those conventional processes have helped to shape a now-conventional approach 

to sustainable development. 

            Responding to all this critique, I suggest a framework for re-thinking sustainability that re-

conceptualizes relationships between institutional means to endsðgovernments, markets, associations, 

and religionsðand desirable ends themselves in the American context, using life, liberty, and the pursuit 

of happiness as guiding principles or core American social goals. I present key attributes of this 

framework, discuss challenges to be overcome, and offer next steps. I suggest key questions that we 

should be asking (What society are we trying to sustain, why should we sustain it, and how should we 

get there?) and I argue both that we ought to be planning for a sustainable, just, and flourishing society, 

and that doing so is indeed an American endeavorðnot an assault on the American way of life.  
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The mounting evidence about the impacts of climate change on human health presents an urgent need to 

understand the implication of rising temperatures on the inhabitants of cities, where the majority of 

people now live. Acute increases in the magnitude, intensity, and duration of extreme weather events has 

the potential for causing major disruptions in commerce, social process, and human fatalities, especially 

among vulnerable populations (e.g. older adults, pre-existing health conditions, those with limited 

coping capacity). One such event is extreme heat, which causes more deaths across the globe per year 

than all other natural disasters combined. While numerous studies confirm and describe the creation of 

and processes that mediate urban heat islands (UHIs), few examine the opportunities for mediating 

microclimate through alternative physical design of the built environment. In this study, we ask two 

research questions: (1) what built environment characteristics help to explain the presence of UHIs? and 

(2) to what extent do alternative physical designs help to reduce ambient temperatures in UHIs? We 

address these questions by assessing the UHIs in the City of Portland, Oregon (USA) through a five 

stage research process. First, we conducted a series of vehicle-based temperature traverses to identify 

UHIs where vulnerability populations currently live. Second, we divided the city into 100m grid cells, 

and conducted a clustering analysis -- normal mixture modeling -- to define the built environment 

factors that help to explain the presence of UHIs in the study area. The land cover in the grid cells were 

further divided into seven distinct types of urban morphology. Third, using a computational fluid 

dynamic (CFD) model, ENVI-met, and a local weather station for calibration, we simulated the spatial 

distribution of temperature in all of the land cover categories. Fourth, we assessed, the extent to which 

modifications to the physical designs of the built environment, including land cover characteristics in the 

select sites would reduce temperatures. Finally, using the seven distinct types of urban morphology, we 

applied the promising modifications that provided the greatest reduction in ambient temperatures to rest 

of the city. 

 

We found that six variables helped to predict over 90% of local variation in urban heat: percent canopy, 

percent vegetation, biomass density, mean building height, total building volume, building height 

standard deviation. While the canopy, vegetation, and biomass were negatively associated to heat 

intensity, and the building variables provided a net increase in local UHIs. We note that the seven types 

of urban morphologies encompass approximately 62% of the city -- the remaining 38% were a mix of 

multiple types. By exploring several modifications to the built environment, the ENVI-Met model 

demonstrated that the average temperature of study site can be decreased from 0.5 to 8.5oC by altering 

the ratios of green and grey infrastructure, and selectively changing reflectivity of building surfaces. The 

individual sites offer 'scaling up' options to the entire city, where we describe highly promising options 

that increase density of housing, while strategically introducing green infrastructure to development 

sites. In addition, by extending specific scenarios to the whole city we describe a patterns of 
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development that can simultaneously reduce temperatures, while supporting the meeting many (although 

not all) development pressures.<div aju"=""> 
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The governance of urban water is complex like other activities related to planning. An array of agents 

works, typically independently and in a fragmented fashion, to achieve disparate goals in water 

management across multiple jurisdictions. The delegation of authority among several local organizations 

creates fragmentation in functions in water management. Evidence from public administration and 

policy suggests that this functional fragmentation influences both policy learning and policy creation 

(Park and Feiock, 2006).  Indeed, how local agents work to perform state and federally mandated water 

tasks and how they communicate about this work adds additional complexity to functional 

fragmentation problems (Feiock, 2009). Where water is a key factor shaping how and where cities grow, 

this paper represents the start of a multi-phased project investigating urban water governance issues and 

how policy-making and policy learning occur around it.   Previous research has utilized network analysis 

to develop insight and understanding into how social relations influence learning and policy processes in 

sustainability (Henry & Vollan, 2014).  The objective of this paper is to utilize network analysis and 

measure functional fragmentation within urban water governance.  As a result, this paper addresses the 

research questions: 1) what is the extent of functional fragmentation within urban water governance 

structures within and across four cities within two different climate regions? And 2) to what extent do 

functional fragmentation levels in urban water governance align with theory and evidence from other 

fields of study?   

  

Using documental sources, public data and generated data, network analyses were performed in 4 

regions in 2 states: Miami metropolitan region and Fort Lauderdale region in Florida; and Phoenix 

metropolitan area and Tucson region in Arizona.  The network analyses and measurement of functional 

fragmentation are important first steps that will permit the testing of various hypotheses related to water 
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governance in metropolitan regions, such as patterns of collaboration, cooperation, organizational 

learning, and innovation of water management.  Preliminary results suggest significant variation in 

fragmentation levels across and within states and cities. These results have important implications for 

how planners engage with water organizations in the planning process.  They also provide a base from 

which to test future hypotheses and will be used to develop an understanding of how innovative water 

policy is adopted, how policy-makers learn about and implement water sustainability practices, and how 

obstacles to policy-learning can be removed.   
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Community recovery takes a long time, sometimes a decade or even two. Recovery plans and processes 

greatly affect rebuilding of communities, yet little systematic knowledge is available about post-disaster 

procedures to create better communities (Johnson & Olshansky, 2016). In the recovery process, planners 

and policy makers face numerous challenges and tensions, including various uncertainties about 

funding, politics, and resources to drive rebuilding (e.g.Nelson, Ehrenfeucht, & Laska, 2007). 

Complexities always exist, as recovery is a process that involves compression of developmental 

activities into a short time period, while surrounding factors affecting recovery decisions transform over 

the long time span needed for recovery (e.g.Johnson & Olshansky, 2016). Recovery processes are often 

obscured, especially in regions with hastened developmental pressure (Fordham, 2007). Tracing 

recovery processes and outcomes over an extended time sheds light on key elements driving recovery; 

however, constraints on conducting recovery research make it challenging to analyze recovery from 

such an angle. 

  

Tacloban City, devastated by 2013 Typhoon Yolanda, made urgent decisions to relocate coastal 

communities to safer locations in the cityôs north, in a hope to minimize future storm surge threats. 

Within four months, a ñno-build zoneò ordinance was adopted to forbid rebuilding in coastal areas, and 

the cityôs northern agricultural areas, approved for development in the 1990s to boost the regional 

economy, were targeted to accommodate relocating residents. Relocation was planned to take place in 

two steps; first into temporary and then to permanent housing (Iuchi & Maly, 2016). While the City 

quickly started to implement their relocation, the central government led the design of national 

rebuilding strategies to support the 171 affected localities. The National Economic Development 
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Authority (NEDA) published Reconstruction Assistance on Yolanda (RAY) to set the stage for 

rebuilding, and a recovery support office, OPARR, debuted in the Presidential Office to support 

planning activities for recovery. The Office for Presidential Assistant for Rehabilitation and Recovery 

(OPARR), however, was short-lived ï the office dissolved 1.5 years later and their role was transferred 

to NEDA. The presidency also changed in 2016, after 2.5 years of recovery efforts since Yolanda. 

  

This paper shows how changes of governmental decisions and actions over time influenced community 

rebuilding, by observing planning decisions, management and implementation over a three-year period. 

Coastal communities required to relocate are our observation target, to understand the impact of 

decisions and actions by the national and local governments. We use narratives as tools to explain 

relationships of governmental motivations and their impact on communities (e.g. Flyvbjerg, 1998). This 

research is based on multiple fieldworks carried out after March 2014, and multiple interviews 

conducted with national and local government officials, local leaders and coastal community members. 

Publicly available and official information, as well as news articles augment the narrative. 

  

We observed a significant transformation of recovery decisions by the central government dealing with 

Tacloban City during the study period. At an early stage, the central government referenced Tacloban 

and its vicinity as key recovery areas. Support from the central government to Tacloban City became 

more limited during the second period between the early and latter stages of the first three years. The 

dissolution of OPARR and the passage of time contributed to the sluggish rebuilding speed, represented 

by the development speed in relocation sites. In the third year, however, the change in the presidency 

brought a turnaround, speeding up overall site constructions. While the lack of central support during the 

second period obstructed the City in their advancement of the relocation plan, they nurtured a process 

that values communities and relevant stakeholders for better rebuilding. Strong central support in the 

end changed the structure of recovery governance, which sped up to double the number of housing units 

completed in a mere three months, yet disrupted the Cityôs intent to preserve community for residentsô 

long-term wellbeing.   
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Traditional systems of moving stormwater away from development can mitigate flooding, but not 

without creating unintended consequences.  The rapid conveyance of urban stormwater through 

networks of pipes can transport large volumes of untreated stormwater into receiving waters, which 

poses a threat to current environmental standards and the health and safety of downstream communities. 

Some jurisdictions are augmenting this traditional approach with parcel level stormwater management 

practices that utilize green infrastructure. Green infrastructure seeks to reduce and treat stormwater at its 

source and includes stormwater control measures such as rain gardens, cisterns, green roofs, permeable 

pavers, bioswales, and wetlands. 

 

However, the effective and efficient implementation of green infrastructure in an urban setting 

necessitates the placement of stormwater control measures on private property, and thus, requires 

significant community buy-in. This study investigates the role of community engagement in the 

successful implementation of green infrastructure on private property. The overreaching question 

guiding this research is: does the quality of planning inputs and the magnitude and type of community 

engagement help explain variation in the implementation of green infrastructure projects on private 

property? 

 

Public participation within planning processes is associated with benefits such as the cultivation of 

social networks and social capacity, increased trust among government, institutions, and community 

members, and higher rates of plan and policy implementation(R. Burby, 2003; Innes, 1996; Laurian & 

Shaw, 2008). However, recent work by Kinzer interrogates the connection between public participation 

and plan implementation citing the limited body of empirical evidence explicitly linking the two 

concepts (2016). Kinzer states that the extensive body of literature on public participation and the 

growing body of research on plan implementation rarely interact calling into question the impact of 

participation on implementation. This paper explores the community engagement techniques associated 

with successful and unsuccessful implementation of decentralized stormwater management practices. 

 

We rely on data from two neighboring jurisdictions in North Carolina, both of which contain impaired 

urban watersheds with highly varied land use patterns and sociodemographic compositions: the Bolin 

Creek watershed in Chapel Hill and the Ellerbe Creek watershed in Durham. The Bolin Creek transitions 

from undeveloped to highly urbanized with both commercial areas with a mixture of high, middle, and 

low-income residents. The Ellerbe Creek watershed has the highest population density of any watershed 

in Durham and also contains a mixture of higher income households, commercial areas, and middle to 

low-income areas with significant numbers of renters. 

 

We address our research question by integrating plan quality analysis with interviews using a case study 

research design. First, we content analyzed the network of plans governing stormwater management 

including the comprehensive plans, development management ordinances, and the watershed restoration 

activities of nonprofit entities. We use this data to compare the formal and informal plans against 

established best practices for high quality plans. Next, we conduct interviews of community and 

government stakeholders to explore specific information about the depth of engagement activities and 

their effectiveness in avoiding the pitfalls of unilateral communication.  
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This project joins on-going local efforts between community stakeholders and decision makers on 

displacement, environmental quality, and community engagement. As a pilot study, this paper takes a 

case study approach, which limits its generalizability in the short term. However, it is a part of a larger 

multi-year study investigating nutrient impairment within the Jordan Lake watershed in North Carolina, 

and future efforts can expand and test its conclusions. As a contribution to the planning literature, the 

project explores the role of community engagement and awareness of stormwater management tools on 

the implementation of stormwater control measures, and how alternative engagement strategies can 

enable community residents to participate more fully in the decision-making around the use of 

stormwater control measures within their community. More broadly, this paper contributes to the 

literature connecting community engagement and implementation and helps to test the assumption that 

public participation impacts implementation. 
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Clean and reliable water supplies are essential to support growing populations and economic activity, 

yet population growth and changing climatic conditions are stressing existing water resources. This 

paper and presentation seek to clarify the ways in which characteristics of the built environment, such as 

housing density, lot size, and land cover influence water use in four different cities in the Western U.S. 

Years of research have established that urban water use is influenced by a combination of factors 

including demographics, climatic conditions, and socio-economic factors (House-Peters et. al 2010). 

However, there is increasing evidence that characteristics of the built environment (Fox et al. 2009), as 
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well as zoning and public policy (Shandas and Parandvash 2010) have a substantial influence as well. 

While individual case studies have identified some of the major drivers of residential water use there 

have been only a few studies that compare the drivers of water use across multiple cities (e.g. Maidment 

and Miaou 1986, Breyer et al. 2012). To our knowledge, none of these multi-city analyses have focused 

exclusively on how the built environment influences water use. 

 

The data for this study were water utility records for nearly 500,000 single family residential properties 

in four cities: Portland, Oregon, Austin, Texas, Salt Lake City, Utah, and Phoenix, Arizona. Census data, 

tax assessorôs records and remotely sensed measures of land cover provided measures of the built 

environment. From this database, we estimated elasticities that indicated the extent of how changes to 

the built environment increased or decreased water use. Our findings pointed to the importance of 

characteristics such as vegetated land cover, housing density, and property lot size. The results indicated 

that even small changes to the design and permitting of single-family residential properties could 

produce substantial cumulative water savings for cities. For example, if the next 5,000 single family 

residential properties that a city builds were built on lots that were 10% smaller than average, and had 

10% less vegetated cover, over 23 million gallons of water could be saved each year.   

 

Based on the findings, we propose planning and design strategies to help growing cities use water more 

efficiently. One strategy to achieve reductions in lot sizes would be to change residential zoning 

ordinances. Zoning ordinances are a common tool for urban planners to shape the built environment, but 

have rarely been applied for the specific purpose of water conservation. A zoning ordinance written for 

the purpose of reducing water consumption should specify smaller lot sizes than are typical in the city, 

perhaps 10% smaller than existing lot sizes in the vicinity. Specific ñwater savingò classes or districts of 

zoning can be implemented in areas that are predicted to see an increase in construction of new single-

family residential properties. If strategies such as these are to be implemented, there will have to be 

coordination among water managers, urban planners, city councils and builders. This research provides 

empirical evidence on how land use decisions may influence water use which can inform these 

collaborations.  
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According to the United Nations (2014), the urban population of the United States reached 263 million 

in 2014, indicating approximately 82 percent of the population resides in urban. Due to the rapid 

urbanization, many localities, especially in more economically developed countries, are seeking for 

innovative approaches to expand and protect green spaces within their cities (Farrugia et al., 2013). To 

strategically plan, manage, and connect networks of landscapes, natural lands, and open spaces at the 

regional, neighborhood, and site scale, several local authorities have started to adopt and implement 

green infrastructure planning (Benedict and McMahon, 2006; Lynch, 2016). However, goals, policies, 

and action strategies should be developed by reflecting the key concepts of green infrastructure, which is 

to identify, conserve, and connect crucial ecological network. Local planners may apply proactive 

strategies using strategic green infrastructure plans for proper open space preservation and stormwater 

management and, through strategic implementation, green and built infrastructures can be effectively 

managed. Even though the existing plans are rich in addressing the importance of green infrastructure 

concepts, there is still little evidence demonstrating that the goals, objectives, and strategies of currently 

proposed plans are tactically established in light of highlighting the key principles of green 

infrastructure. 

 

The specific research questions are as follows: 1) What is the quality of local green infrastructure plans? 

2) Which policy tools are often used for achieving green infrastructure planning? 3) Do local 

jurisdictions that possess well organized green infrastructure plans have greater connected green spaces? 

To address these questions, this study seeks to address two main points. First, an empirical investigation 

was conducted through assessing the quality of local green infrastructure plans within the Chesapeake 

Bay Watershed region, where its estuary has been polluted significantly due to urban runoff. Content 

analysis method will be used to evaluate the overall plan quality, assess how many plans address 

specific green infrastructure indicators (breadth score), and determine the degree of detail towards a 

certain policy or strategy (depth score). Second, to identify the implementation effects of green 

infrastructure plans, a multiple regression analysis was used to identify the association between plan 

quality score and the connectivity of green infrastructures, while controlling other contextual factors 

(planning capacity, socio-economic status, environmental, and geographical variables). The connectivity 

of green infrastructures was measured by utilizing the FRAGSTATS, a computer software designed to 

calculate landscape patterns. 

 

In short, the findings of this study are that 1) most local jurisdictions have weak green infrastructure 

plans by failing to incorporate key principles of green infrastructure planning; and 2) localities that 

possess relatively high quality plans are more likely to have better connectivity (network) of green 

spaces. Areas with highly connected green infrastructures will be beneficial in several aspects, including 

mitigating the rate and volume of stormwater runoff, connecting habitat corridors, and increasing the 

value of land properties (Kim and Park, 2016). The findings are anticipated to promote the awareness 

and provisions of green infrastructure plan and guide local planners, as well as decision-makers, where 

future developments should be strategically occurred or avoided to protect critical green hubs and 

corridors.  
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 Planners, policymakers, and elected officials increasingly view investments in green 

infrastructure, parks and other green development as opportunities for spurring economic growth, 

increasing environmental quality, and providing social and recreational amenities in urban areas (Rouse 

and Bunster-Ossa, 2013). In this way, green projects are often framed as supportive of sustainability, 

livability, and justice goals of planning. Indeed, green urban projects may provide a host of 

environmental, economic, and social benefits to their cities, from public health improvements (Tzoulas 

et al, 2007), to climate adaptation (Gill, Handley, Ennos, and Pauleit, 2007), to local economic 

development opportunities (Daniels, 2008). Green infrastructure may also serve to increase social 

capital, contributing to the social fabric and organization of communities (Foster, 2006). Many of the 

outcomes supported by investments in green infrastructure are of particular importance in low-income, 

high-poverty neighborhoods, which often suffer from a lack of public investment.  

 The potential of green infrastructure to address environmental justice issues as well as provide 

access to environmental, economic, and social amenities and capital makes it an important investment as 

cities seek to address environmental and equity concerns, particularly in low-income neighborhoods 

suffering from disinvestment. However, as planners and city leaders focus on these impacts of green 

projects, research has proposed that equity concerns--such as access for low-income and marginalized 

groups, affordability, and displacement--are often not addressed, with wealthier residents moving into 

areas surrounding green projects, while low-income residents often cannot afford to stay in the 

neighborhoods or move into them (Agyeman, 2013, Anguelovski, 2016, Zavestoski and Agyeman, 

2014). For these reasons, green development projects may increasingly be seen as locally unwanted land 

uses (LULUs) by existing residents in historically marginalized neighborhoods (Anguelovski, 2015). 

 Previous research has examined the potential for and challenges associated with green 

gentrification (Agyeman, 2013, Anguelovski, 2015, Zavestoski and Agyeman, 2014, Wolch, Byrne, and 

Newell, 2014), as well as its ability to support social capital (Foster, 2006). However, case research 

examining the drivers of policies mitigating negative outcomes associated with green development is 

limited. With this research, I seek to examine the mechanisms through which governance structures and 

social capital provide support for equitable outcomes for green development projects. 

 Research questions include: 
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¶ How does social capital impact residentsô ability to affect policies, outcomes, and processes with 

regard to issues of gentrification and displacement surrounding green investments? 

¶ How do governance structures impact the ways in which low-income communities are able to 

impact outcomes with regard to gentrification, displacement, and affordability surrounding green 

investments? 

¶ Which types of connections between grassroots, advocacy, government, and private actors are 

most significant in institutionalizing discursive rights to the city with regard to issues of 

gentrification and displacement? 

¶ Do cities with more equitable policies surrounding affordability and displacement have common 

institutional or relational elements? 

¶ What lessons might communities draw from case cities with regard to the potential for 

supporting equitable outcomes surrounding green urbanism and development? 

 

Research consists of in-depth individual interviews with planners, policymakers, and residents, 

document analysis of plans and policies, and observation of planning meetings for two case cities, 

Atlanta, GA, and Seattle, WA. Cases were selected which included combinations of high and low levels 

of social capital and high and low land and housing markets. Drawing from the social capital, 

collaborative planning, and empowerment planning literatures, I hypothesize that higher levels of 

connection and interaction between grassroots, advocacy, governmental, and private actors support more 

equitable outcomes in green infrastructure planning efforts with regard to issues of affordability, 

displacement, and project goals. The conceptual framework included here shows the proposed 

relationships between social capital, environment and health quality, and land and housing markets, and 

the impacts of these interactions on low-income communities. 

 The research provides insight for communities with regard to governmental structures that are 

supportive of equitable outcomes as communities invest in green infrastructure. Results include a 

discussion of data from interviews, observation, and document analysis, as well as implications for 

policy and planning. 
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